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Magnetic nanoparticles with diameters in the range of a few 
nanometers are today at the cutting edge of the modern technology 
and innovation due to their use in numerous applications ranging 
from engineering to biomedicine. Their unique magnetic properties 
emerge because their size becomes comparable to various 
characteristic physical lengths (correlation length, domain wall 
width) andalso the number of the surface spins with reduced 
coordination becomes comparable to that of the core spinsinfluencing 
the overall magnetic behavior. In the case of composite nanoparticles, 
core/shell interface acts as an additional source of diverse magnetic 
effects which can be studied and exploited for specific applications. 
Nanoparticles in the materials exist in assemblies. They are either 
dispersed or inserted in host materials or even combined with 
them resulting in random or self-organized nanostructures. The 
process of synthesis and dispersion of the magnetic nanoparticles 
in a host is a crucial point in nanotechnology, as the performance 
of final products is profoundly affected by the state of dispersion of 
embedded nanoparticles.Above all these, the understanding of the 
interparticle interactions is necessary to clarify the physics of these 
assemblies and their use in the development of high-performance 
magnetic materials. 
 This book reviews prominent research studies on the static 
and dynamic magnetic properties of nanoparticle assemblies 
gathering together experimental and computational techniques 
in an effort to reveal their optimimum magnetic properties for 
biomedical use, nanoelectronics, catalysis and as ultra-high 
magnetic recording media.The selected collection of articles 
includes studies on: biogenic and biomimetic magnetic nanoparticle 
formation and their self-assembly for nanoelectronics, biosensors, 
and heterogeneous catalysis, nanostructured magnetic materials 
produced by Gas-Phase nanoparticles, spinel ferrite nanoparticles, 
FePt films with graded anisotropy for ultra-high magnetic recording 
media, patterned nanoparticle assemblies via Lithography, Monte 
Carlo simulations for the study of dynamic magnetic behavior of 

Preface
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nanoparticles and their assemblies and static magnetic behavior of 
core/shell nanoparticles and their assemblies, combined NMR and 
Mössbauer techniques as probes for the microscopic investigation 
of the electronic fluctuations of magnetic nanoparticles. 
 In this book, PhD students and researchers in materials 
science can find current detailed computational and experimental 
investigations regarding magnetic nanoparticle assemblies and their 
intraparticle and interparticle interactions in order to understand 
the underlying physics and to visualize the future applications of 
them.
 I would like to thank all the authors for their efforts which made 
it possible to provide this book to the scientific community.

Kalliopi N. Trohidou
Athens, Greece

April 2014



1.1 Introduction

Living organisms produce magnetic nanoparticles of well-defined 
size and crystallinity under mild physiological conditions through 
the process of biomineralization, that is, the biological regulation 
of crystal growth, particle size, morphology, and organization [1, 2]. 
Biomineralization results in the production of a variety of complex 
composite materials, ranging from the nano- to the macroscopic, 
by integrating inorganic matter within the organic world of biology 
for structural support, magnetoreception, and iron storage. The 
resulting biominerals may be amorphous or crystalline, forming 
structures of varying degrees of complexity from a single unit to 
numerous individual units or aggregates. The aggregated units 
are usually arranged in an orderly fashion, and when crystalline 
the crystallographic axes are often aligned. The resulting highly 
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organized bioinorganic structures exhibit excellent physical and 
chemical properties that often surpass those of artificial materials 
produced by usual synthetic methods employed in the laboratory, 
which most often require harsh conditions of high temperature, 
pressure, or pH values [3]. Among the various biomineralization 
products found in nature, iron biominerals are magnetic. The best-
known biogenic magnetic nanoparticles are the ferrimagnetic 
nanostructures formed by magnetotactic bacteria [4–6] and the 
antiferromagnetic nanoparticles formed by the iron storage protein 
ferritin [7–9]. In the first part of this chapter we explore biogenic 
nanoparticles to gain an appreciation of the controlled formation 
of magnetic nanoparticles in vivo and learn from the chemistry 
of life how to perfect laboratory synthesis and assembly of high-
quality, monodispersed magnetic nanocrystals through biomimetic 
processes. 
 Early efforts to biomimicry, that is, to integrate the organic and 
inorganic world in the assembly of magnetic nanoparticles, ad-
dressed the encapsulation of various ferrite nanoparticles within 
block copolymer supports [10, 11]. However, the resulting nano-
composites were often inhomogeneous and exhibited nanoparticle 
polydispersity. There has also been extensive effort in the synthesis 
of magnetic nanoparticles using microemulsions where the nano-
particles are synthesized within the confined spaces of micelles or 
reverse micelles. The resulting nanoparticles are monodispersed, 
each encapsulated within a shell of surfactant molecules [12, 13]. 
Many investigators extend the definition of biomimetic systems 
to include other core/shell nanostructures, where the shell con-
sists of a biocompatible inorganic rather than organic substance, 
such as magnetic core/silica shell nanocomposite nanoparticles, 
as well as of magnetic/quantum dot/silica shell heterostructured 
nanoparticles [14, 15]. Presently, the forefront of exploration in 
the biomimetic synthesis and assembly of magnetic nanoparticles 
lies in nanotemplating using protein cages and viral capsids [16]. 
These organic shells are used to coordinate the nucleation and 
growth of magnetic nanoparticles and their subsequent assembly 
into arrayed mesostructures. In the second part of this chapter we 
present an introductory discussion of the advantages afforded by 
biological templates in facilitating the assembly and organization  
of magnetic nanostructures over multiple length scales. These ad-
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vantages stem from the ability to genetically modify the interior 
and exterior surfaces of biological templates in order to initiate the 
nucleation of a variety of magnetic nanophases and impart surface 
site recognition properties for nanoparticles arraying on solid sub-
strates. The chapter does not intend to give a comprehensive review 
of the literature but rather to exemplify the concept of the hierarchi-
cal assembly, aggregation, and superlattice formation of magnetic 
nanoparticles derived from bioinspired routes.

1.2 Biomineralization of Iron

The biomineralization of iron hydroxides is widespread among 
organisms due to the utilization of iron atoms by proteins for oxygen 
and electron transport in metabolic processes. The most widely 
studied biomineralization product occurs in the iron storage protein 
ferritin. Ferritins represent a superfamily of proteins that are 
ubiquitous in biological systems [17]. They are large, multicomponent 
proteins that self-assemble to form molecular cages within which a 
hydrated ferric oxide is mineralized. Mammalian ferritin forms a 7 
nm micellar core of hydrated iron (III) oxide (ferrihydrite). It was 
first described by V. Laufberger in 1937 [18] as a protein isolated 
from horse spleen containing about 20% iron. An iron-rich mineral 
deposit similar in composition to that of ferritin is found in the dermal 
granules of Molpadia intermedia, a species of marine invertebrates 
[19]. These dermal granules, ranging in size from 10 μm to 350 
μm, serve as strengthening agents in the connective tissues of the 
dermis; they contain inclusions of iron hydroxide deposits seen as 
electron dense subunits of 9 nm to 14 nm diameter in transmission 
electron micrographs. 
 Magnetite is the most common of the known iron oxide 
biominerals. It was first identified by H. Lowenstam in 1962 [20] 
in the denticle capping of chitons (primitive marine mollusks). 
Magnetite precipitation and tooth formation in chitons proceed 
through the biochemically controlled reduction of ferrihydrite [21]. 
Unlike ferrihydrite, which is a common product of both biological 
and inorganic processes, inorganically magnetite is formed only at 
elevated temperatures and pressures in igneous and metamorphic 
rocks. Yet, chitons are capable of forming magnetite under ambient 
conditions. By natural selection, the chitons somehow biochemically 

Biomineralization of Iron
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mediate the transformation of ferrihydrite to magnetite in order 
to perform a biological function, even at atmospheric temperature 
and pressure. In an entirely different biological function magnetite 
deposits have been identified with “magnetoreception,” the ability of 
living organisms to sense the polarity or the inclination of the earth’s 
magnetic field [22]. Some bacteria, honeybees, homing pigeons, and 
migratory fish are known to possess such sense. 

1.3 Bacterial Magnetomes 

Magnetotactic bacteria synthesize membrane-enclosed intracellular 
crystalline magnetic particles, called magnetosomes, comprising 
primarily iron oxides or, in rare cases, iron sulfides. Magnetosomes 
are nanometer-sized, magnetic mineral crystal deposits enveloped 
by a stable lipid membrane, which contains some lipids and proteins, 
often referred to as membrane vesicles. They are aligned to form 
chains within the bacterium, thus creating a biomagnetic compass 
that enables the bacterium to orient in the earth’s magnetic field, 
a phenomenon known as “magnetotaxis.” These are microaerobic 
bacteria endowed with flagella, which allow them to swim and 
migrate along oxygen gradients in aquatic environments. They were 
first reported in 1975 by microbiologist R. Blakemore [23]. Studies 
have revealed that magnetic bacteria tightly control the synthesis 
of their own magnetite mediated by the magnetosome membrane 
(MM), which has a distinct biochemical composition and contains 
specific magnetosome membrane proteins (MMPs) [24]. Since 1975, 
a variety of strains have been found to exist in marine and freshwater 
habitats [6, 25–27]. Figure 1.1 shows electron micrographs of 
bacteria and magnetosomes from three different strains of typical 
magnetotactic bacteria. Magnetosomes can be isolated from bacteria 
with intact MMs surrounding the magnetic particles, as indicated in 
Fig. 1.1c, where the MMs, indicated by the arrow, are clearly visible 
[6]. 
 Magnetotactic bacteria living in marine, sulfidic environments 
grow magnetosome crystals of the iron sulfide mineral greigite 
(Fe3S4), which is isostructural with magnetite and is also 
ferrimagnetically ordered at room temperature [28]. Bacterial 
Fe3O4 appears to persist in sediments after death and lysis of cells, 
contributing to fossil and paleomagnetic records.
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Figure 1.1 Transmission electron micrographs of typical magnetotactic 
bacteria and magnetosomes: (a) Magnetotactic Spirillum 
(MV-4) with a flagellum at each end of the cell and a chain 
of electron-dense, magnetite containing magnetosomes 
along the long axis of the cell (reproduced with permission 
from D. A. Bazylinski and R. B. Frankel, (2004) Magnetosome 
formation in prokaryotes, Nat. Rev. Microbiol., 2, 217–230) 
[4], (b) transmission electron micrograph of thin-sectioned 
magnetic cells of Magnetotactic Spirillum (MS-1). The chains 
of crystals within the cell are clearly visible. (Reproduced with 
permission from Richard B. Frankel, Richard P. Blakemore and 
Ralph S. Wolfe, (1979) Magnetite in freshwater magnetotactic 
bacteria, Science, 203, 1355) [5], (c) isolated magnetosomes 
from Magnetospirillum Gryphiswaldense. Arrow indicates 
the magnetosome membrane (MM). (Reproduced with 
permission from D. Schüler, (2004) Molecular analysis of a 
subcellular compartment: the magnetosome membrane in 
magnetospirillum gryphiswaldense, Arch. Microbiol., 181, 1 [6]).

 The magnetite particles in magnetosomes are of single-domain 
size and have a stable magnetic moment aligned along the {111} 
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crystallographic axis, the easy direction of magnetization for 
magnetite. This maximizes the magnetic moment per particle, as 
the {111} direction yields approximately 3% higher saturation 
magnetization than do other directions. The organic supporting 
matrix and magnetic interactions between magnetosomes keep the 
magnetic moment of the individual magnetite crystals parallel to the 
chain axis. Along the chain, the individual magnetosome moments 
simply add up vectorially to maximize the total magnetic moment 
and, therefore, the torque exerted on the resulting “biological bar 
magnet” by an external magnetic field. Figure 1.2 shows an electron 
holography micrograph of a section of the chain in Magnetospirillum 
magnetotacticum, along with the magnetic field lines derived from 
electron interference patterns superimposed on the positions of 
the magnetosomes [4]. The confinement of the magnetic field lines 
within the magnetosomes is indicative of perfectly aligned single 
magnetic domains and shows that the chain of magnetosomes acts as 
a single magnetic dipole. Using this extraordinary design of magnetic 
engineering the bacterium builds a strong enough magnetic moment 
to passively orient, at ambient temperatures, in the direction of the 
weak terrestrial field of only ~0.5 gauss (0.5 × 10–4 T) [5]. 

Figure 1.2 (a) Electron holography of single-domain magnetite particles 
in a region of the magnetosome chain in Magnetospirillum 
magnetotacticum. (b) Magnetic field lines. (Reproduced with 
permission from D. A. Bazylinski and R. B. Frankel (2004) 
Magnetosome formation in prokaryotes, Nat. Rev. Microbiol., 2, 
217–230 [4]).
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 Detailed studies of the crystal structure of the magnetite 
particles within magnetosomes indicate that they contain highly 
crystalline magnetite of cubo-octahedral shape, yielding superior 
magnetic properties. Overall, magnetosome crystals have high 
chemical purity, narrow size distribution, and species-specific 
morphologies, unattainable in inorganically precipitated magnetite. 
These features point to magnetosome formation under strict 
biological control, a process known as “biologically controlled 
mineralization.” Magnetosomes extracted from cells can easily 
disperse in aqueous solutions because of the presence of the 
enveloping organic membrane [6]. Thus, they do not suffer from 
particle agglomeration as purely inorganically grown nanocrystals 
do. Figure 1.3 shows electron micrographs of magnetosomes 
extracted from magnetotactic bacterial cells, together with bare or 
oleic acid–coated inorganically prepared magnetite nanoparticles. 
The biogenic magnetites do not agglomerate because of their 
membrane, whereas inorganic particles need further treatment to 
prevent them from agglomerating. In dispersing the nanoparticles, 
the biological membrane is seen to play a role similar to that of 
surfactants in the bottom-up synthesis of magnetic nanoparticles 
by chemical methods; in vivo, however, the biological membrane of 
magnetosomes has a far more active role to play in controlling and 
guiding magnetosome nanocrystal growth [24]. 

Figure 1.3 TEM images of (a) isolated magnetosome particles, (b) purely 
inorganic magnetite nanocrystals, and (c) inorganic magnetite 
crystals encapsulated in oleic acid. (Reproduced with 
permission from C. Lang, D. Schüler, D. Faivre (2007) Synthesis 
of magnetite nanoparticles for bio- and nanotechnology: genetic 
engineering and biomimetics of bacterial magnetosomes, 
Macromol. Biosci., 7, 144–151 [27]).
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 Magnetosomes from Aquaspirillum magnetotacticum have been 
studied by Mössbauer spectroscopy [29]. The spectra indicate 
the presence of stoichiometric magnetite and small amounts of 
paramagnetic Fe3+ and Fe2+ species, as shown in Fig. 1.4. The 
additional Fe3+ appeared to be associated with the magnetosomes, 
and the Fe2+ with the magnetosome membrane, suggesting a strong 
interaction between membrane-bound proteins and the crystalline 
biominerals. 

Figure 1.4 Mössbauer spectra of Aquaspirillum magnetotacticum bacteria 
at T = 200 K. (a) The spectrum of a sample frozen immediately 
after harvesting the cells. (b) The spectrum obtained in a sample 
which was held at 285 K for a few days before freezing. Lines 
at position c correspond to an Fe3+ quadrupole doublet; lines 
at positions d correspond to an Fe2+ doublet. The remaining 
spectral features are those of stoichiometric magnetite. 
The solid lines are theoretical fits to the data. (Reproduced 
with permission from S. Ofer, I. Nowik, E. R. Bauminger, G. 
C. Papaefthymiou, R. B. Frankel and R. P. Blakemore (1984) 
Magnetosome dynamics in magnetotactic bacteria, Biophys. J., 
46, 57–64 [29]).
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1.3.1 Synthetic vs. Biogenic Nanomagnetite

Magnetite nanocrystals can be formed readily by coprecipitation 
reactions of ferrous and ferric salts in the mole ratio of Fe3+/Fe2+ 
= 2:1 in aqueous solutions by the addition of alkalis at elevated 
temperatures. A comparison of the crystalline and magnetic 
properties of magnetite nanocrystals formed by biomineralization 
with those of chemically synthesized magnetite nanoparticles 
demonstrates the superior quality of magnetic nanocrystals 
assembled by the process of biomineralization in magnetotactic 
bacteria. 
 In a study by Han et al. [30] magnetite nanoparticles were 
synthesized by the coprecipitation method. Specifically, 0.5 M FeCl3 
solution (300 mL) and 0.5 M FeSO4 solution (150 mL) were mixed and 
stirred at 55°C under a N2 atmosphere, and then 3 M NaOH solution 
(250 mL) was added and the temperature was raised to 65°C and the 
chemicals were allowed to react for one hour. Subsequently, a 100 mL 
water solution with 0.03 mol of dissolved sodium dodecylsulfonate 
as surfactant was added. The temperature was raised at 90°C, and 
the reaction was allowed to continue for an additional 30 minutes 
before it was stopped by cooling down the solution. The resulting 
magnetite nanoparticles of about 10 nm average diameter were 
compared to those grown by Magnetospirillum gryphiswaldense 
MSR-1, isolated from the bacterial cells with the magnetosome 
membrane intact, enveloping the magnetosomes.
 Figure 1.5 compares the X-ray diffraction (XRD) patterns of 
magnetosomes with those of chemically derived magnetite particles. 
The powder diffraction peaks observed matched well with the 
standard Fe3O4 reflections for both magnetosomes and nanoparticles. 
Both systems show high crystallinity, with the magnetosomes 
exhibiting superior crystallinity, as indicated by the sharpness of the 
reflection peaks, even though some of the broadening of the peaks 
associated with the synthetic Fe3O4 nanoparticles is due to their 
smaller size. Figure 1.6 presents transmission electron microscopy 
(TEM) micrographs of the samples. It is observed, as shown in Fig. 1.6a,  
that the magnetosomes tend to form bent chains, often forming 
closed loops. This configuration minimizes magnetostatic energy 
by concentrating the magnetic field lines within the magnetosome 
chain loops, whereby the magnetic field lines close upon themselves, 
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minimizing any stray magnetic fields. In contrast, the synthetic 
magnetite particles cluster together in a random fashion. 

Figure 1.5 XRD diffraction patterns of (a) magnetosomes and (b) synthetic 
magnetite. (Reproduced with permission from L. Han, S. 
Li, Y. Yang, F. Zhao, J. Huang, J. Chang, (2007) Comparison of 
magnetite nanocrystal formed by biomineralization and 
chemosynthesis, J. Magn. Magn. Mater., 313, 236 [30]).

(a) (b)

Figure 1.6 (a) TEM micrographs of magnetosomes and (b) synthetic 
magnetite particles. (Reproduced with permission from L. Han, 
S. Li, Y. Yang, F. Zhao, J. Huang, J. Chang, (2007) Comparison 
of magnetite nanocrystal formed by biomineralization and 
chemosynthesis, J. Magn. Magn. Mater., 313, 236 [30]).
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 The particle size distributions obtained from measuring 
the diameters of 100 nanoparticles of synthetic Fe3O4 and 
magnetosomes are shown in Figs. 1.7a and 1.7b, respectively. The 
particle size of the synthetic magnetite varied from 7 nm to 18 
nm, with the maximum of the size distribution at 9–12 nm. The 
particle size of the magnetomes varied from 10 nm to 60 nm, with 
the maximum of the size distribution at 40–50 nm. The crystal 
size distribution of the magnetosomes is asymmetric with a sharp 
cutoff toward larger particles, while that of the synthetic particles 
exhibits a log-normal distribution with a sharp cutoff toward 
smaller particles. It is well known that crystal growth resulting from 
particle nucleation under supersaturation conditions results in log-
normal particle size distributions. In contrast, the controlled crystal 
growth of magnetosomes within membrane vesicles results in the 
characteristic particle size distribution observed in Fig. 1.7b. 

Figure 1.7 Particle size distributions of synthetic magnetite particles (a) 
and magnetosomes (b). (Reproduced with permission from L. 
Han, S. Li, Y. Yang, F. Zhao, J. Huang, J. Chang, (2007) Comparison 
of magnetite nanocrystal formed by biomineralization and 
chemosynthesis, J. Magn. Magn. Mater., 313, 236 [30]).

 The authors compared the magnetization curves obtained at 
300 K for the samples of magnetosomes and synthetic magnetite. 
The synthetic magnetite particles showed no hysteresis due to their 
smaller mean size (~10 nm) that puts them in the superparamagnetic 
regime; that is, their blocking temperature (for thermally driven 
spin reversals), TB, for the characteristic measuring time of the 
magnetometer is below room temperature. In contrast, the 
magnetosomes show hysteresis with a coercivity of 75 Oe, indicating 

Bacterial Magnetomes
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that at room temperature they are stable single-magnetic-domain 
particles due to their larger mean diameter (~45 nm) and possibly 
higher magnetocrystalline anisotropy.
 The observation that biogenic magnetites in bacteria have 
dimensions that fall in the relatively narrow single-domain stability 
range of magnetite particles has important implications in the 
fields of rock magnetism and paleomagnetism because these single-
domain magnetite particles are among the most stable carriers of 
“natural remnant magnetization” in many marine sediments and 
sedimentary rocks. This average grain size has been interpreted 
as a result of natural selection on the magnetic crystals formed by 
organisms that use their internally formed magnetite for geomagnetic 
sensitivity of some sort. Thus, these biogenic magnetite particles 
are often appropriately termed “magnetofossils.” The search for 
magnetofossils in Martian meteorites and on the surface of Mars 
constitutes the basis of explorations for extraterrestrial life in 
our planetary system. Furthermore, an in-depth understanding of 
how MMPs exert physicochemical control over crystal growth in 
magnetotactic bacteria has immediate relevance to biotechnology 
with respect to the tailoring of magnetic nanoparticles with desired 
magnetic characteristics using biomimetic approaches. 

1.3.2 Microarraying of Magnetosomes 

Investigators have demonstrated the controlled assembly of 
magnetosomes by guiding the motion of magnetotactic bacteria 
with microelectromagnets, which produced various magnetic 
field patterns on micrometer-length scales, by controlling the 
motion of the bacteria inside a microfluidic chamber [31]. The 
microelectromagnets consisted of lithographically patterned 
conductors that generated versatile magnetic fields, allowing 
sophisticated control of magnetotactic bacteria inside the 
microfluidic chamber. The bacteria were stained with fluorescent dye, 
and the electromagnetic manipulation process was monitored with 
a fluorescent microscope. After assembly the cellular membranes 
of the bacteria were removed by cell lysis to leave the biogenic 
magnetic nanoparticles at desired locations. Figure 1.8 shows some 
typical assemblies obtained. These ordered magnetic structures can 
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serve as a system to study the magnetostatic interactions between 
closely spaced nanoparticles. This experiment indicates how one 
may combine biomineralization and micromanipulation to develop 
a new method for growing and assembling nanoparticles into 
customized structures.

Figure 1.8 1D magnetosome arrays produced by the micromanipulation 
of Magnetospirillum magnetotacticum (MS-1) with micro-
electromagnets. (Reproduced with permission from H. Lee, 
A. M. Purdon, V. Chu and R. M. Westervelt (2004) Controlled 
assembly of magnetic nanoparticles from magnetotactic 
bacteria using micro-electromagnet arrays, Nano Lett., 4(5), 
995–998 [31]). 

1.4 Ferritin

Ferritin is a ubiquitous intracellular protein that is produced by 
almost all living organisms, including bacteria, algae, higher plants, 
and animals. It is a large globular protein, whose unique molecular 
structure allows it to play a very important role in cellular chemistry. 
Vertebrate ferritins are composed of 24 amino-acid chains of two 
types, known as light (L) and heavy (H), which coassemble to form 
a hollow protein shell, as determined from X-ray crystallography, 
creating an interior cavity within which iron is sequestered. The 
de-mineralized protein, consisting of a protein shell void of iron, is 
known as apoferritin; it has an exterior diameter of 12 nm and an 
interior diameter of 7 nm. Within the protein cavity each ferritin 
molecule can store up to 4500 iron (Fe3+, S = 5/2) ions in the form of 
a solid mineral, hydrous ferric oxide, or ferrihydrite. Smaller, ferritin-
like shells have been identified in bacteria, known as Dps proteins, 
which are composed of only 12 subunits and likewise form mineral 
cores, albeit of much smaller size, ~500 Fe/shell versus ~4500 Fe/
shell for canonical ferritins. 

Ferritin
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 The most important difference between the H and L chains 
lies in the fact that H chains contain a catalytic site known as the 
“ferroxidase center.” The center reacts with iron in its ferrous state 
and induces its oxidation to its ferric state, using either O2 or H2O2 as 
the oxidant. The oxidized iron is then released from the ferroxidase 
center and ushered into the interior cavity of the apoferritin molecule. 
The center’s binding sites thus become available for additional 
iron oxidation reactions. L subunits lack such a catalytic center 
but provide a higher density of negatively charged carboxyl groups 
from glutamic acid residues on the interior cavity surface of the 
protein that function as multiple nucleation sites for the controlled 
hydrolytic polymerization of Fe3+ ions, leading to the formation of 
the ferrihydrite biomineral core of ferritin. Thus, the L and H chains 
play cooperative roles in the iron uptake and deposition mechanism. 
By their high capacity to promote efficient iron core nucleation and 
growth the L chains contribute to the avoidance of the nonspecific 
hydrolysis of iron outside the protein shell and result in all iron 
being hydrolyzed and stored within the ferritin cage. 
 X-ray crystal structure determination of ferritin by Lawson et 
al. in 1991 [32] indicated that between subunits there are small 
pores, or channels, of about 0.3 nm diameter, through which ions 
or small molecules can travel. These channels play a crucial role in 
ferritin’s ability to uptake and release iron in a controlled fashion. 
Fourfold channels are formed at the intersection of four subunits, 
while threefold channels are formed at the intersection of three 
subunits. The two types of channels have different properties and 
thus perform different functions. The walls of a threefold channel 
are lined with charged, polar (hydrophilic) amino acids such as 
aspartate (Asp) and glutamate (Glu), while the walls of a fourfold 
channel are lined with nonpolar (hydrophobic) amino acids, such as 
alanine and leucine. Schematic representations of a ferritin molecule 
viewed down the fourfold axis and canonical and Dps protein shells 
are shown in Fig. 1.9 [33, 34]. The polarity of the threefold channels 
facilitates interaction with the Fe2+ ions, enabling their entrance and 
exit from the protein cage. In contrast, the nonpolar nature of the 
fourfold channels cannot facilitate such ion passage. It is believed 
that the function of the fourfold channels is the transport of electrons 
into and out of the cavity, which allows oxidation or reduction of 



15

iron on the surface of the mineral core. The details of the mechanism 
responsible for electron transport are not, as yet, well understood. 

(a) (b) (c)

Core ~ 7 

Figure 1.9 Schematic representation of (a) horse spleen ferritin viewed 
down the 4-fold axis, (b) protein shell of mammalian ferritin, 
and (c) protein shell of Dps protein from Listeria innocua. The 
diameters of the biomineral core and outer protein surface 
are in indicated in each case. ((a) Adapted from (a) Yamashita, 
I. (2001) Fabrication of two-dimensional array of nano-
particles using ferritin molecules. Thin Solid Films, 393, 12–18, 
[33]; (b) and (c) Yamashita, I. (2008) Biosupramolecules for 
nano devices: biomineralization of nanoparticles and their 
applications, J. Mater. Chem., 18, 3813–3820 [34]).

1.4.1 Nature of the Ferrihydrite Core

Ferrihydrite, or hydrous ferric oxide, can be precipitated directly 
from oxygenated iron-rich aqueous solutions as a fine-grained, 
defective nanomaterial of various degrees of crystallinity. Its 
powder XRD pattern can vary from that of two broad scattering 
bands in its most disordered state to a maximum of six strong lines 
in its most crystalline state [35], as shown in Fig. 1.10. The six-line 
form corresponds to the nominal chemical formula FeOOH◊0.4H2O; 
however, the exact structure is fundamentally indeterminate as the 
water content is variable. 
 One of the most readily (commercially) available sources of 
ferritin for experimentation is extracted from equine spleen, or 
horse spleen ferritin (HoSF). Figure 1.11 gives the TEM micrograph 
of a sample of HoSF ferritin. The iron core is seen to have a diameter 
of up to ~7 nm, consistent with the interior cavity size of the protein 
shell. The protein shell around each core keeps the hydrous iron 
oxide particles isolated from each other, preventing coagulation. 

Ferritin
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2θ ° 
Figure 1.10 X-ray diffraction patterns for six-line (top) and two-line 

(bottom) ferrihydrite, Cu Kα radiation. (Reproduced with 
permission from V. A. Drits, B. A. Sakharov, A. L. Salyn, A.  
Manceau, (1993) Structural model for ferrihydrite, Clay Miner., 
28, 185 [35]).

Figure 1.11 TEM micrograph of native, in vivo produced HoSF ferritin. 
(Sample purchased from Sigma-Aldrich).
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 The in vivo produced biomineral core may be removed from 
the protein to obtain apoferritin, allowing subsequent in vitro 
reconstitution of the core under controlled laboratory conditions. 
Through this process “reconstituted ferritins” with various degrees 
of iron loading can be prepared, as shown in Figs. 1.12a and 1.12b, 
which present TEM micrographs of reconstituted HoSF with 500 
and 3,000 Fe atoms/protein shell, respectively [36]. Through 

Ferritin

c

Figure 1.12 (a) TEM micrograph of in vitro reconstituted HoSF with 
500Fe/protein, (b) TEM micrograph of reconstituted horse 
HoSF with 3,000Fe/protein and (c) variation of XRD spectra 
of the reconstituted HoSF mineral core with increasing iron 
loading (core size). (Reproduced with permission from F. M. 
Michel, H.-A. Hosein, D. B. Hausner, S. Debnath, J. B. Parise, D. 
R. Strongin, (2010) Reactivity of ferritin and the structure of 
ferritin-derived ferrihydrite, Biochim. Biophys. Acta, 1800, 871 
[36]).
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terminal ligation the protein sheath provides surface passivation 
to the nascent ferrihydrite nanoparticles and keeps the cores 
sterically separated from each other. The XRD spectra of the derived 
cores indicate the formation of ferrihydrite, with the degree of 
crystallinity increasing with particle size, as shown in Fig. 1.12c. In 
vitro studies using reconstituted ferritins have greatly contributed 
to the elucidation of the mechanism by which ferritin stores and 
releases iron. Furthermore, using recombinant DNA technology, 
recombinant ferritin molecules not found in biological organisms 
have been produced in the laboratory. 

1.4.2 Magnetic Properties of Ferritin 

Extensive investigations of the magnetic and Mössbauer properties 
of ferritin have been reviewed recently by the author [37]. Ferritin 
has been coined an ideal superparamagnet due to the fact that the 
organic apoprotein shell surrounding the iron biomineral keeps the 
magnetic cores separated from each other, ensuring the absence of 
interparticle magnetic interactions between ferritin molecules [38]. 
Figure 1.11 gives a TEM micrograph of HoSF. The dark magnetic 
cores are seen to be clearly separated by the protein shell. This 
allows the cores to respond as isolated magnetic particles to thermal 
excitation or to the application of external magnetic fields. This 
behavior is confirmed in zero-field-cooled (ZFC) and field-cooled 
(FC) magnetization measurements shown in Fig. 1.13 [42]. A sharp 
peak is observed in the ZFC curve, with its maximum indicating a 
blocking temperature TB = 13 K for ferritin. The overall shape of 
the ZFC/FC magnetization curves is characteristic of a magnetically 
isolated, noninteracting magnetic core.
 The antiferromagnetically ordered ferritin core possesses a 
net magnetic moment due to spin noncompensation at the surface 
and the possible presence of defects within the interior of the 
core, as originally proposed by Néel for single-magnetic-domain 
antiferromagnetic particles [39–41]. This makes the ferritin core a 
two-phase magnetic nanoparticle, as has been observed in detailed 
magnetic and Mössbauer studies. By definition a superparamagnet 
behaves as a paramagnet above its blocking temperature and shows 
hysteresis below its blocking temperature. Thus, magnetization 
curves of ferritin taken above TB must follow Langevin behavior, 
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and those taken below TB must show a hysteresis loop. Figure 1.14  
shows typical initial magnetic isotherms for ferritin at T > TB, 
reproduced from the work of Kilcoyne and Cywinski [43], while  
Fig. 1.15, reproduced from the same publication, shows the hysteretic 
behavior of ferritin at T = 5 K, and the temperature dependence of 
the coercivity, below the blocking temperature. 

Figure 1.13 ZFC/FC magnetization curves of HoSF in 50 Oe applied 
field, showing characteristic signature of noninteracting, 
superparamagnetic nanoparticles. Inset: expanded scale 
around the ZFC and FC bifurcation point. (Reproduced with 
permission from Makhlouf, S. A., Parker, F. T. and Berkowitz, 
A. E. (1997) Magnetic hysteresis anomalies in ferritin, Phys. 
Rev. B, 55, R14717 [42]).

 The isothermal magnetization curves of Fig. 1.14 do not follow 
simple Langevin behavior, however—an indication that ferritin 
is not a simple superparamagnet. Specifically, the isothermal 
magnetization was best fit to Eq. 1.1, where an additional linear 
term had to be added to the Langevin function in order to obtain a 
satisfactory fit [43]. 

 M (x) = Ms(cot h(x) – 1/x) + cH (1.1)

Ferritin
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Figure 1.14 Typical initial magnetic isotherms obtained from DC 
magnetization measurements of HoSF at different 
temperatures. (Reproduced with permission from Kilcoyne, S. 
H. and Cywinski, R. (1995) Ferritin: a model superparamagnet, 
J. Magn. Magn. Mater., 140–144, 1466–11467 [43]).

 In the above equation Ms is the saturation magnetization, L 
(x) = (cot h(x) – 1/x) is the Langevin function, H is the applied 
magnetic field, x = μcH/kT, where μc is the magnetic moment of 
the ferritin core due to spin noncompensation, and χ is a constant. 
The authors indicate that best fits were obtained with a value of μc 
≈ 300 μB. The additional linear contribution to the magnetization 
changes little with temperature and is proposed to arise from the 
superantiferromagnetic behavior of the core. The non-Langevin 
behavior of the ferritin core has been observed by other investigators 
as well [44, 45]. 
 A close examination of the dynamic Mössbauer magnetic 
properties of the ferritin core also indicates a two-phase spin system, 
of interior versus surface spins. Figure 1.16 gives the Mössbauer 
temperature profiles of in vitro–reconstituted (1,500 Fe/protein) 
and in vivo–produced HoSF [46]. At 4.2 K a superposition of the two 
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magnetic subspectra is observed, the inner one corresponding to 
surface spins and the outer one corresponding to interior or core 
spins. As temperature increases the two subcomponents enter 
independently into increasingly faster relaxation regimes, with the 
surface spins fluctuating faster than the interior spins at a given 
temperature, as indicated by the superimposed simulated spectra for 
the two subcomponents. At T = 80 K, both subcomponents collapse 
to quadrupolar spectra. The overall temperature profile indicates a 
blocking temperature TB = 40 K. 

Figure 1.15 Temperature dependence of the coercive field of HoSF. 
Inset: Hysteresis loop at 5 K. (Reproduced with permission 
from Kilcoyne, S. H. and Cywinski, R. (1995) Ferritin: a 
model superparamagnet, J. Magn. Magn. Mater., 140–144, 
1466–11467 [43]).

 The splitting between the two outer absorption lines of a magnetic 
sextet gives a measure of the strength of the internal hyperfine 
magnetic field, H, experienced by the 57Fe nucleus. The decrease of 
the hyperfine magnetic field with increasing temperature prior to 
quadrupolar collapse is due to collective magnetic excitations [47], 
according to which the observed hyperfine field follows Eq. 1.2: 

 H H T
KV

= -Ê
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ˆ
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Ferritin
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Figure 1.16 Mössbauer spectra of lyophilized, in vitro reconstituted 
HoSF (a), and in vivo produced HoSF (b) as extracted from 
horse spleen. Solid lines through the experimental points 
are least square fits, including hyperfine field distributions, 
to a superposition of iron subsites as indicated (Reproduced 
with permission from Papaefthymiou, G. C. Arthur J. Viescas, 
Eamonn Devlin and Athanassios Simopoulos, Electronic and 
Magnetic Characterization of in vivo Produced vs. in vitro 
Reconstituted Horse Spleen Ferritin (2007) in Nanophase and 
Nanocomposite Materials V, edited by S. Komarneni, K. Kaneko, 
J. C. Parker, and P. O’Brien (Mater. Res. Soc. Symp. Proc. Volume 
1056E, Warrendale, PA), HH03-27, [46]).

 In the above equation H0 is the saturation hyperfine field at T Æ 
0, k is Boltzmann’s constant, T is the temperature, K is the magnetic 
anisotropy density, and V is the volume of the particle. According 
to this model the hyperfine field is reduced by a maximum of 
15% from its saturated value before the spectrum collapses to a 
quadrupole doublet. Figure 1.17 plots the reduced values of the 
average magnetic hyperfine fields at the inner (circles) and surface 
(triangles) sites as a function of sample temperature. For the interior 
sites, H/H0 follows Eq. 1.2, corresponding to a superparamagnetic 
core undergoing collective magnetic excitations. In contrast, H/H0 
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for the surface sites shows a precipitous collapse, inconsistent with 
superpamagnetism.

Figure 1.17 Temperature dependence of the reduced hyperfine magnetic 
fields at interior and surface sites. (Reproduced with 
permission from Papaefthymiou, G. C. Arthur J. Viescas, 
Eamonn Devlin and Athanassios Simopoulos, Electronic and 
Magnetic Characterization of in vivo Produced vs. in vitro 
Reconstituted Horse Spleen Ferritin (2007) in Nanophase and 
Nanocomposite Materials V, edited by S. Komarneni, K. Kaneko, 
J. C. Parker, and P. O’Brien (Mater. Res. Soc. Symp. Proc. Volume 
1056E, Warrendale, PA), HH03-27, [46]).

1.5 Biomimetics

The exquisite control in crystallinity, shape, and form exercised 
in the formation of biogenic magnetic nanoparticles through the 
process of biomineralization has given birth to bioinspired or 
biomimetic synthetic approaches, which explore the possibility of 
preparing manmade materials by mimicking biological processes 
in nature [48]. Bacterial magnetosomes and the biomineral core of 
ferritin are examples of nature’s incorporation of hard, inorganic 
matter within soft, organic templates, endowed with designed, 
end-use functionalities. It is these hard/soft interface processes, 

Biomimetics
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the crystallization of inorganic materials at organic interfaces, that 
biomimetic materials synthesis attempts to profitably utilize for the 
synthesis of functional hierarchical structures. Understanding the 
biomolecular construction routes that give rise to the incorporation 
of well-controlled inorganic structures within biological entities 
should allow for the development of biomimetic chemistry in the 
laboratory, where synthesis and self-assembly processes on organic 
templates could be coupled to produce the designer’s materials with 
controlled properties [3]. 
 The negatively charged glutamate residues lining the inner 
surface of the ferritin protein shell with COO– groups play a crucial 
role in nucleation-driven crystallization of the ferrihydrite core due 
to their electrostatic attraction of the positively charged iron ions. 
This Coulombic attraction is not specific to iron alone; it would 
act on any other positively charged ions, enabling nucleation-
driven mineralization within the ferritin cage to occur for a range 
of transition metal ions. Once an ionic species enters the interior of 
the protein cage nucleation and hydrolytic polymerization leading 
to mineralization can be driven by purely electrostatic effects. Under 
reducing conditions and in the presence of iron chelators ferritin 
can be depleted of its ferrihydrite biomineral core and reconstituted 
under conditions favoring the synthesis of ferrimagnetic iron oxide 
phases, magnetite and maghemite, as schematically depicted in 
Fig. 1.18. This electrostatically driven molecular control of mineral 
precipitation exercised by ferritin within the confined space of the 
protein cage is, therefore, of interest in the synthesis of biomimetic 
magnetic nanoparticles.

Figure 1.18 Schematic depicting the synthesis route to the formation of 
magnetoferritin.
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1.5.1 Magnetoferritin

In 1992 Mann et al. [49] demonstrated the synthesis of such 
ferrimagnetic phases within ferritin. In their experiment the 
iron was removed from native HoSF by dialysis, under a nitrogen 
atmosphere, against thioglycolic acid (HSCH2COOH) in a sodium 
acetate (CH3COONa) buffer at pH 4.5. The resulting apoferritin 
solution was buffered at pH 8.5 and maintained at a temperature of 
55°C to 60°C under argon in a water bath. Fe(II) solution (prepared by 
the dissolution of ferrous ammonium sulfate, (NH4)2Fe(SO4)2·6H2O, 
in de-aerated water) was added slowly in small increments along 
with small amounts of air to produce slow oxidation. Parallel control 
experiments in the absence of apoferritin in the solution were also 
performed. Remarkably, different products were observed under 
TEM analysis, in size and morphology, as shown in Fig. 1.19. Most 
particles derived from the ferritin-reconstituted experiments were 
discrete and spherical and exhibited a narrow size distribution with 
a mean particle diameter of (6 ± 1.2) nm, as seen in Fig. 1.19A. The 
data confirmed that the protein cage remained intact and that the 
magnetic particles were formed within the protein shell, as seen in 
Fig. 1.19B, where the stained protein forms bright, white crowns 
around the magnetic nanoparticles. In contrast, the control reaction, 
without apoferritin templates produced a mixture of spherical 
magnetite and elongated goethite nanoparticles (Fig. 1.19C). The 
single-crystal nature of the particles is demonstrated in Fig. 1.19D. 
However, the data could not unequivocally distinguish between 
maghemite, γ-Fe2O3, and magnetite, Fe3O4. 
 This seminal experiment established the use of apoferritin as a 
confined reaction vehicle, or nanoreactor, for the production of iron 
oxide nanoparticles. The process takes advantage of the unusual 
stability of the apoferritin shell at elevated temperatures (60°C) and 
pH (8.5) needed for the synthesis of magnetite, as low-temperature 
methods failed to produce magnetite in the presence of the protein 
shell. It is believed that magnetite/maghemite production within the 
ferritin cage proceeds in a way analogous to that of ferrihydrite—
through the controlled oxidation of Fe2+ ions at the ferroxidase 
center and subsequent migration and nucleation at the COO–-lined 
interior surface of the protein cage. Just like in the case of ferritin 
biomineralization in vivo, this process is presumably favored over 
the competing reaction in bulk solution because of the catalytic 
oxidation of Fe2+ ions at the ferroxidase center and the surface of 
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the developing mineral core. This differentiation between “inside” 
and “outside” is essential to the effective in vivo functioning of the 
protein and is also central to the ferritin-nanotemplating approach 
for the synthesis of nanophase materials within the apoferritin 
shell.

Figure 1.19 TEM micrographs of (A) an unstained sample of reconstituted 
ferritin showing distinct magnetite particles (scale bar = 50 
nm); (B) a stained sample of (A) showing an intact protein 
shell surrounding the magnetite cores (scale bar = 50 nm); (C) 
magnetite crystals formed in the control reaction (scale bar 
= 100 nm); the needle-shaped crystals were identified as the 
mineral goethite (α-FeOOH); and (D) a high resolution lattice 
image of an individual reconstituted ferritin core showing the 
single-crystal nature of the particle. Two sets of lattice fringes 
are observed corresponding to the {111} (interatomic spacing 
d = 0.465 nm) and {002} (d = 0.4198 nm) planes of magnetite. 
The angle between these planes is 54°, consistent with a 
cubic lattice symmetry (scale bar = 5 nm). (Reproduced with 
permission from F. C. Meldrum, B. R. Heywood and S. Mann, 
(1992) Magnetoferritin: in vitro synthesis of a novel magnetic 
protein, Science, 257, 522, [49]; corrected figure on p. 729).
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 The synthesis of magnetoferritin is now well established, 
having been reproduced by other investigators, at various degrees 
of iron loading, and its magnetic properties have been widely 
studied. Figure 1.20 shows TEM and high-resolution TEM (HRTEM) 
micrographs of 7.3 nm magnetoferritin particles, along with 
magnetization data. Superparamagnetic behavior is observed with 
a blocking temperature TB = 30 K; the magnetization versus applied 
magnetic field data shows no hysteresis at T = 300 K, but it becomes 
hysteretic at T = 4 K with a coercive field of Hc = 1200 Oe. Fitting of 
the superparamagnetic data to a Langevin function indicates roughly 

A

C

B

D
Figure 1.20 (A) TEM micrographs of magnetoferritin (bar 40 nm). (B) 

High resolution TEM micrograph of a single magnetoferritin 
core with the {111} lattice fringes indicated (bar 4 nm). (C) 
Magnetic moment vs. field of magnetoferritin at T = 300 K. (D) 
Hysteresis loop of magnetoferritin at T = 4 K. (Reproduced 
with permission from M. T. Klem, M. Young and T. Douglas, 
(2005) Biomimetic magnetic nanoparticles, Mater. Today, 8, 
28–37 [50]). 
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a core magnetic moment μc = 13,100 μB, corresponding to a particle 
core containing to the order of 12,000 Fe atoms [50]. The small 
magnetic moment of the native ferritin core of μc = 300 μB, due to its 
predominately antiferromagnetic nature, limits its value in practical 
applications. The increased moment on magnetoferritin makes it a 
favorable candidate for practical applications. In addition to HoSF-
derived magnetoferritin molecules, magnetoferritins formed in Dps 
ferritin from Listeria innocua and in cowpea chlorotic mottle virus 
(CCMV) have also been reported. This Dps protein has an interior 
diameter of 6 nm, while the CCMV viral capsid has an interior cavity 
of 24 nm, producing magnetite nanoparticles with TB = 5 K and 
200 K, respectively [50]. The viral capsids, once depleted of their 
genomic content, can be engineered to possess negatively charged 
interior walls and, thus, electrostatically attract Fe2+ ions and induce 
hydrolytic iron polymerization within their interior cavities in a way 
analogous to that of the ferritin protein cages. 
 As discussed earlier, XRD characterization of the magnetoferritin 
cores [49] failed to unequivocally determine the precise form of the 
iron oxide present, that is, distinguish between maghemite (γ-Fe2O3) 
and magnetite (Fe3O4). Dominic Dickson [51] used Mössbauer 
spectroscopy, in the absence and presence of an externally applied 
magnetic field parallel to the γ-ray direction, to characterize HoSF-
derived magnetoferritin in an attempt to determine the precise 
nature of the iron oxide phase. The spectra obtained are shown in 
Fig. 1.21.
 Between Happ = 0 T to 9 T the spectra evolve from a single sextet to 
two superimposed sextets. With increasing applied field strength the 
intensity of the second and fifth absorption lines of each subspectrum 
diminishes to almost zero at the highest applied field of 9 T. The 
two sextets represent two interpenetrating magnetic sublattices, 
with their magnetization directions approximately parallel and 
antiparallel to the applied magnetic field, leading to increasing 
separation of the outer absorption lines with increasing magnetic 
field. This behavior is characteristic of antiferromagnetically 
coupled irons. Furthermore, the fact that the two antiferromagnetic 
sublattices exhibit unequal absorption intensities indicates a 
ferrimagnetic material rather than an antiferromagnetic one. The 
model used in fitting the spectra assumes a system of uniaxial 
ferrimagnetic small particles, in which the local magnetic moments 
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orient in response to the applied magnetic field to an amount 
determined by the competing interactions of anisotropy and 
exchange fields. The fits gave estimates of the exchange field to be 
850 T, the ratio of sublattice spins of 0.68 and anisotropy fields of 
1.0 T and 2.2 T in the two sublattices. These values are very close to 
those obtained for maghemite, giving credence to a γ-Fe2O3 core for 
magnetoferritin.

Figure 1.21 Mössbauer spectra of magnetoferritin at T = 4.2 K in various 
magnetic fields applied parallel to the direction of the γ-ray 
beam. (Reproduced with permission from D. P. E. Dickson 
(1999) Nanostructured magnetism in living systems, J. Magn. 
Magn. Mater., 203, 46–49 [51]).

1.5.2 Beyond Iron Oxides

In living systems ferritin has evolved to exclusively sequester iron; 
however, in the laboratory additional synthetic pathways have been 
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identified for the production of various inorganic nanophases within 
apoferritin, as depicted in Fig. 1.22. For example, Mn2+ and Co2+ ions 
undergo oxidation and mineralization, following a path analogous to 
Fe2+, by forming Mn(O)OH Æ Mn3O4 and Co(O)OH Æ Co3O4 phases, 
respectively, while bubbling of hydrogen sulfide gas into solutions 
of magnetoferritin results in the production of nonmagnetic iron 
sulfide [50]. To date many other phases have been synthesized 
within apoferritin, both magnetic and semiconducting, further 
supporting the notion that the reactions are not specific to iron and 
that electrostatic properties of the protein play a significant role in 
the process of mineralization. 

Figure 1.22 Schematic of various synthetic pathways possible for the 
production of a variety of nanophases within the apoferritin 
cage. (Reproduced with permission from M. T. Klem, M. Young 
and T. Douglas, (2005) Biomimetic magnetic nanoparticles, 
Mater. Today, 8, 28–37 [50]). 
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1.5.3 Metal and Metal Alloy Nanoparticles

In addition to metal oxide and hydroxide phases, metallic 
nanoparticles of Ni and Co have been produced within horse spleen 
apoferritin [52], as indicated schematically in Fig. 1.23. Once the Ni2+ 
and Co2+ ions have entered the protein cavity, they can react with 
NaBH4, which is small enough to pass through the threefold channels 
and enter the apoferritin interior. Thus, the divalent metal ions, 
complexed onto the interior wall of the apoferritin cage, undergo 
reduction to zero-valent, metal nanoparticles. Transmission electron 
micrographs and energy-dispersive X-ray spectroscopy (EDS) data of 
the resulting nanoparticles are shown in Fig. 1.24. As seen, metallic 
nanoparticles of an average diameter of ~3.5 nm, for both Co and Ni, 
were obtained under the experimental conditions used.

Figure 1.23 Schematic representation of apoferritin encapsulated Ni 
and Co metal nanoparticles. MII = Ni2+ or Co2+, M0 = Co or 
Ni. 1) Dialysis and chromatography. 2) Addition of NaBH4. 
(Reproduced with permission from N. Gálvez, P. Sánchez, J. 
M. Domínguez-Vera, A. Sorianno-Portillo, M. Clemente-Léon 
and E. Coronado, (2006) Apoferritin-encapsulated Ni and Co 
superparamagnetic nanoparticles, J. Mater. Chem., 16, 2757 
[52]).

 Metal-alloy magnetic nanoparticles have also been produced 
within apoferritin. An example is shown in Fig. 1.25, where TEM 
micrographs of Co:Pt composite nanoparticles formed within 
apoferritin are shown [53]. The nanoparticles were prepared 
by using 0.1 M salt solutions of ammonium tetrachloroplatinate, 
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Figure 1.24 TEM images of Co (a) and Ni (b) nanoparticles produced 
within the ferritin cage. Scale bars 10 nm. Inset (lower): 
size-distributions and EDS spectra; Cu peaks are due to the 
microscope grids. Inset (upper) in (b): electron diffraction 
pattern of the Ni nanoparticles. (Reproduced with permission 
from N. Gálvez, P. Sánchez, J. M. Domínguez-Vera, A. Sorianno-
Portillo, M. Clemente-Léon and E. Coronado, (2006) Apoferritin-
encapsulated Ni and Co superparamagnetic nanoparticles, J. 
Mater. Chem., 16, 2757 [52]).
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(HN4)2PtCl4, and cobalt acetate tetrahydrate, (CH3COO)2Co·4H2O, 
as precursors of the metal ions. They were slowly added to the 
apoferritin solution in 1:1, 2:1, and 3:1 Co:Pt ratios. After allowing 
time for the metal ions to enter the apoferritin cavity (~30 min) a 
stoichiometric amount of 0.1 M sodium borohydride was added at 
pH 8.3 to reduce the metal ions to metal. Nanoparticles containing 
core sizes corresponding to 1000 atoms were thus prepared. The 
resulting solutions were freeze-dried to a powder, and TEM pictures 
were taken before and after annealing the powder at 650°C for 
60 minutes under a reducing atmosphere. Spherical morphology 
is observed with an average particle size of 4.1 nm, which does 
not increase appreciably upon annealing. At this temperature, the 
protein shell appears to carbonize, protecting the particles from 
both sintering, which leads to particle growth, and oxidizing. 

Figure 1.25 TEM micrographs of Co:Pt composite nanoparticles before (a) 
and after (b) annealing for 60 minutes in hydrogen at 650°C. 
Scale bars are 50 nm, and the average particle diameter from 
multiple micrographs is 4.1 nm, σ = 2.4 nm. (Reproduced 
with permission from B. Warne, O. I. Kasyutich, E. L. Mayes, 
J. A. L. Wiggins and K. K. W. Wong, (2000) Self assembled 
nanoparticulate Co:Pt for data storage applications, IEEE 
Trans. Magn., 36, 3009 [53]). 

 The composition of the metal-alloy nanoparticles was determined 
by EDS, as indicated in Table 1.1. With an increasing Co:Pt ratio the 
particle cobalt content increases, but for the experimental conditions 
used, the metal stoichiometry of the resulting nanoparticles does not 
correspond to that of the precursor salts. In addition, it was observed 
that the as-prepared nanoparticles were superparamagnetic and 
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exhibited no distinct crystallinity. Upon annealing at 650°C in a 
hydrogen atmosphere the nanoparticles became highly crystalline 
and exhibited a range of magnetic behavior, as indicated in Table 1.1. 
These experimental observations can be partially explained by the 
well-known structural transition of CoPt from a face-centered cubic 
(fcc) (cubic) to a face-centered tetragonal (fct) (uniaxial) phase 
upon annealing, with the latter exhibiting high uniaxial magnetic 
anisotropy of the order of K ≈ 5 × 106 J/m3.

Table 1.1 Metal-alloy CoPt nanostructures synthesized by biomimetic 
processes (EDS and magnetization dataa) 

Co:Pt
addition

Co
(atomic %)

Pt
(atomic %)

Hc
(Oe)

Mr
(emu/g)

1:1 27.2 72.8 SP SP
2:1 30.4 69.6 246 2.3
3:1 37.0 63.1 315 3.2

aAfter annealing at 650°C in a hydrogen atmosphere.
Source: From Ref. [53].

1.6 Nanoparticle Superstructures 

Nanoparticle size uniformity is a prerequisite to the formation 
of ordered, packed arrays, or superlattices. The symmetry of 
self-assembled arrays of monodispersed nanoparticles can vary 
depending on the nature of the particles and the media in which they 
are dispersed. For nanoparticles with a diameter less than 10 nm, 
van der Waals forces are of the order of thermal energies (kT) such 
that self-assembly can be driven by intermolecular interactions. 
For charged or magnetic nanoparticles, electrostatic repulsion 
and/or magnetostatic interactions can lead to a variety of packing 
arrangements. When magnetostatic interactions dominate, highly 
anisotropic, one-dimensional arrays are formed, like the linear-
chain arrangements or rings seen in Fig. 1.6. As opposed to hard 
spheres, the packing characteristics of protein-coated inorganic 
nanoparticles can be considerably more involved because the soft 
organic coats can overlap [54, 55]. For instance, even though free 
volume entropy considerations favor fcc packing of neutral hard 
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spheres, ligand-coated, neutral nanocrystals have been often found 
to form body-centered cubic (bcc) arrays, implying that the ligand 
packing around each particle pushes the structure to the less dense 
bcc lattice. Recently, reversible solvent-vapor-mediated fcc´bcc 
phase changes in nanocrystal superlattices have been reported [56]. 
 Stable dispersions of nanoparticles can self-assemble into 2D 
arrays when drop-cast onto wettable surfaces, but long-range order 
depends critically on the solvent evaporation rate. In addition, 
“programmed” nanoparticle self-assembly on solid substrates 
can be mediated by encapsulating surfactants or protein shells 
endowed with molecular surface recognition properties, thus 
affording controlled particle organization onto 2D superlattices. 
Liquid interfaces and air/water interfaces have been proven 
especially useful in the formation of densely packed, self-assembled 
films of nanoparticles, which can then be transferred onto solid 
surfaces [32]. The resulting nanoscale ensembles are of immense 
interest because they can exhibit unique materials properties as 
a result of electronic or magnetic coupling between unit particles 
within the arrays. These collective states can differ from those of 
either individual nanoparticles or the bulk solid, giving rise to new 
properties not found in naturally occurring materials. For this reason 
such nanoparticle assemblies have been coined “metamaterials.” 
 Bioinspired routes to nanoparticle formation can take advantage 
of the ability to assemble protein cages or bacterial capsids into 
hierarchically ordered arrays. In principle, this offers the potential 
to direct the assembly and organization of any material that could 
be encapsulated inside the cage. We discuss next magnetoferritin 
arrays in three and two dimensions.

1.6.1 Magnetoferritin Arrays

1.6.1.1 3D arrays

The classical and most direct way to form 3D arrays of ferritin is 
the process of crystallization. Under supersaturation conditions 
in the protein solution, the addition of a small amount of CdSO4 
as a precipitating agent initiates crystallization and the growth of 
functional crystals. Over a relatively short time, typically hours or 
days, large crystals of a few tens to hundreds of micrometers are 
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obtained. Kasyutich et al. [57] produced bioengineered nanocrystals 
of magnetoferritin through this process. Figure 1.26 gives a schematic 
of the experimental concept, while Fig. 1.27 shows typical optical 
and scanning electron microscopy (SEM) images of the crystals 
obtained. Evidence of internal order is provided by the regular shape 
and clear facets of these perfect, freestanding octahedral crystals 
of fcc crystallographic structure, typical of apo- and native ferritin 
crystals. 

Figure 1.26 Scheme of the experimental concept– from nano- to meso-
scale: (A) apoferritin templates, (B) filled with functional core 
and (C) crystallized to produce a highly ordered 3D array. 
(Reproduced with permission from O. Kasyutich, A. Sarua and 
W. Schwarzacher, (2008) Bioengineered magnetic crystals, J. 
Phys. D: App. Phys., 41, 134022 (3pp) [57]).

Figure 1.27 Typical optical (a) and SEM (b) images of magnetoferritin 
crystals removed from the mother liquor and dried. Each 
crystal is a fcc array of ~8 nm ferrimagnetic particles. Scale 
bar = 100 μm. (Reproduced with permission from O. Kasyutich, 
A. Sarua and W. Schwarzacher, (2008) Bioengineered magnetic 
crystals, J. Phys. D: App. Phys., 41, 134022 (3pp) [57]).

 Formation of 3D arrays by protein crystallization offers 
advantages over colloidal particle crystallization. The process is 
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much faster and allows for the formation of much larger arrays; 
pure protein crystals have been prepared with lengths up to 
several millimeters [57]. In addition it is possible to control the 
structure, since apoferritin can crystallize in cubic, tetragonal, and 
orthorhombic forms, depending on the salt concentration used to 
induce crystallization.
 The magnetic properties of a dilute dispersion of magnetoferritin 
were compared with those of the magnetoferritin crystals. Figure 1.28 
shows hysteresis loops obtained at T = 10 K. Ferritin crystals exhibit 
substantially lower coercivity and remanence compared to the dilute 
ferritin solution. These differences must arise from interparticle 
magnetic interactions within the crystal, where the magnetoferritin 
molecules are closely packed, resulting in interparticle distances 
much smaller than those in the dilute dispersion. Given that the 
magnetic nanoparticles are isolated from each other by the protein 
coat, these interactions must be purely magnetostatic in origin.

Figure 1.28 Measured hysteresis loop for (a) a dilute dispersion of magneto-
ferritin and (b) an ordered fcc array of magnetoferritin, both at 
T = 10 K. (Reproduced with permission from O. Kasyutich, A. 
Sarua and W. Schwarzacher, (2008) Bioengineered magnetic 
crystals, J. Phys. D: App. Phys., 41, 134022 (3pp) [57]. Corrected 
figure shown in J. Phys. D: Appl. Phys., 43 (2010) 179801).

 Interestingly, similar differences in hysteresis loop behavior 
were observed by Kasyutich et al. [58] for 3 nm magnetoferritin 
cores forming ordered 3D arrays and corresponding disordered 
arrays with comparable interparticle distance. These differences 
were attributed to the effect of nanoparticle ordering and collective 
behavior within the crystalline magnetic assembly rather than 
simply to random interparticle magnetic interactions [38].
 In another study that clearly exemplifies the power of 
the biomimetic method, Kostiainen et al. took advantage of 
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the demonstrated differences in magnetic behavior between 
disordered and ordered arrays of magnetoferritin to produce 
controlled switching of magnetoferritin nanoparticle magnetism 
[59]. Magnetoferritin was prepared by encapsulating Fe3O4–γ-
Fe2O3 within the ferritin cage of the hyperthermophylic bacterium 
Pyrococcus furiosus rather than of HoSF. The advantage of using 
ferritin from hyperthermophylic bacteria is that their ferritin cage 
is stable at even higher temperatures than that of mammalian 
ferritin, allowing for a large variety of reactions requiring higher 
temperatures. Kostiainen et al. [59] subsequently induced directed 
self-assembly of the recombinant magnetoferritin particles (RMPs) 
into micrometer-size complexes with an fcc superstructure by 
using dendritic scaffolds (G1). Furthermore, they functionalized 
the dendrons with photolabile o-nitrobenzyl linkers, which can 
be cleaved by short exposure to ultraviolet (UV) light, providing 
for an optically induced disassembly of the fcc array. Figure 1.29 
compares magnetic data collected for (a) disordered RMPs, (b) fcc-
arrayed RMP–G1 complexes, and (c) UV radiation–exposed fcc RMPs 
destroying the o-nitrobenzyl linkers and thus the superimposed 
fcc array structure. It is clearly seen that the hysteresis loop of the 
fcc-ordered RMPs (inner loop with smaller coercivity) reverts to 
that of the disordered assemblies of magnetoferritin molecules 
(outer loop with higher coercivity) after exposure to UV radiation. 
This data provides direct evidence that the magnetic properties of 
magnetoferritin assemblies are affected directly by the hierarchical 
organization. 
 Whether disordered or fcc-arrayed iron oxide magnetoferritin 
cores interact strongly through dipolar interactions to produce 
similarly broad ZFC/FC magnetization curves, but detailed analysis 
indicates differences. It is interesting to contrast the ZFC/FC curves 
of Fig. 1.29, characteristic of strongly interacting spin-glass-like 
magnetic nanoparticle ensembles [38], with those obtained for 
closely packed, disordered assemblies of native ferritin molecules 
shown in Fig. 1.13, the latter being characteristic of assemblies of 
isolated, noninteracting magnetic nanoparticles. Furthermore, at T = 
10 K the magnetization of the strongly interacting assemblies of Fig. 
1.29 saturates above an applied field of 0.5 T, while the magnetization 
of native HoSF remains unsaturated at T = 5 K up to an applied field 
of 4 T, as seen in Fig. 1.15.
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c

Figure 1.29 Magnetic properties of disordered and fcc arrayed recombinant 
magnetoferritin particles (RMP) complexed with dendritic 
scaffolds (G1). (a) Hysteresis loops at T = 2 K (top) and T = 
10 K (bottom) for the free RMPs, the RMP-G1 complexes with 
fcc array configuration, and RMP-G1 complexes disassembled 
with 60 s of UV irradiation (free RMPs). The inset at the 
bottom figure shows the full ±1 T loop taken at 10 K for all 
three systems identifying clear magnetic saturation with 
fields greater than ±0.5 T. (b) Temperature dependence of 
the low field magnetization (M) when the systems were zero-
field-cooled an field-cooled from 300 K in a 0.01 T applied 
field. (Adapted from Kostiainen, M. A., Ceci, P., Fornana, M., 
Hiekkataipale, P., Kasyutich, O., Nolte, R. J. M., Cornelissen, J. 
J. L. M., Desautels, R. D., and van Lierop, J. (2011) Hierchecal 
self-assembly and optical disassembly for controlled switching 
of magnetoferritin nanoparticle magnetism, ACS Nano, 5(8), 
6394–6402 [59]).

1.6.1.2 2D arrays

Yamashita et al. have formed hexagonally close-packed 2D arrays 
of magnetoferritin molecules by self-assembly at an air/water 
interface and successfully transferred it onto a Si substrate coated 
with a hydrophobic layer [33]. Figure 1.30 shows a high-resolution 
SEM (HRSEM) image of the resulting 2D array. The white dots 
represent iron oxide cores. The protein shell was subsequently 
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eliminated by one-hour heat treatment at 500°C in a nitrogen 
atmosphere. The protein coat cannot be imaged by this method, but 
atomic force microscopy (AFM) in contact mode indicated that the 
protein shell was indeed eliminated by the heat treatment, leaving a 
2D superlattice of the magnetic cores. 

Figure 1.30 High resolution scanning electron microscopy image of a 
magnetoferritin 2D-superlattice formed on a hydrophobic 
Si substrate. The distance between the cores is about 12 
nm. (Reproduced with permission from Yashamita, I. (2001) 
Fabrication of two-dimensional array of nano-particles using 
ferritin molecules. Thin Solid Films, 393, 12–18 [33]).

 In a similar study a 2D hexagonally close-packed magnetoferritin 
array was formed directly onto a hydrophilic carbonaceous solid 
substrate by genetically modifying the outer surface of the protein 
with binding peptides, endowing the magnetoferritins with specific 
protein–substrate interactions. Specifically, the Yamashita group 
used L-type recombinant horse spleen apoferritin, exposing target-
specific affinity peptides on its surface by genetic modification, to 
form hexagonally close-packed 2D arrays of magnetoferritin [34]. 
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The target surface was a silicon substrate covered with a vacuum-
deposited 10 nm thick carbon film. The researchers demonstrated 
that the interplay between two interactions, (a) the attractive 
protein–protein interaction that could be adjusted by selecting 
buffer conditions and (b) the attractive force between ferritin and 
the substrate via the surface-site-recognition-specific interactions, 
allowed for protein rearrangement, or directed self-assembly, on 
the substrate. With proper subsequent heat treatment protein 
elimination could result in the formation of 2D arrays of the 
encapsulated inorganic magnetic nanoparticles on a solid substrate. 
This bioinspired method of nanoparticle array fabrication provides 
extraordinary control over arraying nanoparticles on a flat surface. 
It has been coined the “bionano process” and holds promise in future 
device fabrication for nanoelectronics [61]. 

1.7 Conclusion

We explored biogenic and biomimetic magnetic nanoparticle 
formation and self-assembly into superlattices. We demonstrated 
that biomimetic processes can produce superior nanocrystalline 
materials and enable directed self-assembly on solid supports. 
Biological nanotemplates can be used as nanoreactors within which 
monodispersed magnetic nanocrystals are produced. Utilization of 
wild-type and recombinant apoferritin cages, combined with genetic 
engineering of interior and exterior surfaces, offers unprecedented 
control over directed self-assembly into superlattices. Use of 
ferritin cages from hyperthermophylic bacteria greatly extends 
the temperature range of accessible reactions for the production 
of a variety of magnetic phases within the apoferritin cage. Genetic 
engineering of the interior surfaces can provide for nucleation and 
growth of diverse magnetic phases, while the exterior surfaces 
afford additional degrees of freedom for incorporating molecular 
recognition properties, leading to directed magnetic nanoparticle 
arraying. It is expected that the bionano process for the formation 
of ordered arrays on solid supports, currently in its infancy, will be 
further pursued and perfected in the near future for applications in 
nanoelectronics, biosensors, and heterogeneous catalysis.

Conclusion
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2.1 Introduction

Since the 1980s there has been enormous interest in the 
fundamental properties of gas-phase atomic clusters with diameters 
in the size range of 1–10 nm due to the novel behavior of these 
systems arising from quantum size effects and the high proportion 
of undercoordinated surface atoms. The field developed rapidly 
following the design of cluster sources able to produce size-selected 
particles containing a specific number of atoms as this afforded a 
wonderful opportunity to study how the properties of a material 
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develop as it is built atom by atom from the monomer. Several 
reviews of the technology of cluster sources are available [1–4]. The 
fundamental studies of free nanoparticles revealed a rich variety 
of novel behavior, including magic numbers based on electronic 
shells [5] or atomic packing [6], leading to atomic structures not 
found in the bulk. Several properties that could be useful in practical 
applications were demonstrated, including enhanced magnetic 
moments in transition metal nanoparticles [7–9] and the appearance 
of magnetism in nanoparticles of bulk paramagnetic metals [10].
 The electronic, optical, magnetic, and chemical properties of 
nanoparticles are a sensitive function of their size, and this gradually 
let to the concept of using the preformed nanoparticles as “building 
blocks” of new materials. They can be regarded as artificial atoms 
whose behavior can be adjusted over a wide range by controlling 
their size or, as shown below, building them out of more than one 
material. Obviously in a material the strong interactions between 
the nanoparticles or the matrix in which they are embedded also 
determines the macroscopic behavior of the material, but using 
nanoparticles introduces an extra fundamental parameter to be 
varied, almost as if there were an extra dimension to the periodic 
table.
 Over the last two decades a number of reviews have appeared 
of nanoparticles deposited onto surfaces to produce nanostructured 
thin films [3, 11, 12], and the versatility of the materials produced 
was expanded further by codepositing the nanoparticles with an 
atomic beam of a different material [11, 12] so that the nanoparticles 
are embedded in a matrix of choice, as illustrated in Fig. 2.1. This 
is a powerful method of making granular materials, as there is free 
choice over the elements in the nanosized grains and the matrix 
and there is independent control over the grain size and volume 
fraction (VF). It is even possible to affect some control over the 
cluster shape by adjusting the impact energy on the surface [13], 
which will have a significant effect on the magnetic anisotropy. It has 
also been demonstrated that the choice of matrix material can be 
used to control the atomic structure of the embedded nanoparticles 
[14]. The flexibility of control increases further if the clusters are 
functionalized in the gas phase by making them out of more than 
one material [15, 16] or as core-shell particles, for example, by 
controlled oxidation [17]. One can also modify the deposited films 
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by postprocessing, such as heating or oxidation [18]. Recently the 
codeposition method has been extended to using liquid matrices 
[19] so that magnetic nanoparticle hydrosols (ferrofluids) can be 
produced with the full flexibility over the nanoparticle properties 
available with gas-phase synthesis.
 In this chapter the state of the art in using the flexibility of 
gas-phase synthesis to control the properties of nanostructured 
films will be reviewed. This control can be exercised by modifying 
the structure of nanoparticle building blocks, adjusting their size, 
choosing a matrix, and varying the VF of embedded nanoparticles. 
This level of control is not available with any other material synthesis 
method and holds the promise of the production of materials with 
very high performance in specific applications. This has already 
been demonstrated by the manufacture of thin nanostructured 
Fe-Co films whose magnetization exceeds the Slater–Pauling (SP) 
limit [12] and hydrosols of magnetic nanoparticles that produce 
more heat per gram than any available ferrofluids [19], to quote 
a couple of examples. The former material will be valuable in 
any electric machine, and the latter can be used for magnetic 
nanoparticle hyperthermia treatment of tumors. Clearly there are 
many breakthroughs to come, and this chapter presents the toolkit 
of control methods that can be used to optimize performance for 
practical applications.
 Section 2.2 describes the properties of the simplest possible 
films produced by depositing just elemental magnetic nanoparticles 
on surfaces. Even these films display remarkable properties, for 
example, the absence of magnetic domains [20] and ultrafast 
magnetic switching [21]. Section 2.3 extends the description to 
codeposition of nanoparticles and matrix materials (Fig. 2.1), 
which enables control of the nanoparticle atomic structure [22] and 
interparticle interactions [23]. The section will include the synthesis 
of hydrosols from gas-phase nanoparticles by using a liquid matrix 
[19].

2.2 Pure Magnetic Nanoparticle Films

In this section the magnetic properties of films produced by 
depositing preformed gas-phase nanoparticles of Fe or Co directly 
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onto a substrate with no matrix material will be described. It is 
assumed throughout that the gas-phase clusters are produced and 
deposited in ultrahigh vacuum (UHV) conditions so that there is no 
oxide present during synthesis. If it is necessary to remove the film 
from vacuum, it must be protected by an impervious capping layer 
prior to exposure to air to maintain the pristine state of the film. 
As shown below, however, the nonmagnetic capping layer can alter 
magnetic behavior.

Figure 2.1 Synthesis of a nanostructured material by codepositing 
preformed gas-phase nanoparticles and an atomic beam from 
a conventional deposition source onto a common substrate.

2.2.1 Morphology of Pure Deposited Nanoparticle Films

The magnetic properties of pure elemental nanoparticle films 
are determined to a large extent by the morphology that arises 
from nanoparticle deposition. Most gas-phase cluster sources 
condense the nanoparticles in a supersaturated metal vapor, which 
is typically mixed with a cooled rare gas (He or Ar) at a pressure 
of a few millibars. The particles are formed into a beam by nozzles 
and differential pumping and can then be ionized (if they are not 
already) for a charged particle mass selector before being deposited 
onto a substrate. Throughout this chapter we will deal entirely with 
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the so-called “soft landing” regime (≤0.1 eV/atom) in which it can 
be assumed that the nanoparticles are not fragmented or embedded 
into the substrate, which is the normal situation unless one 
deliberately accelerates the particles using electric fields. Enhanced 
energy deposition provides extra flexibility in terms of “flattening” 
the clusters [13] and also some technological advantages such as 
very smooth films or the ability to coat high-aspect-ratio holes but is 
beyond the scope of this chapter.
 The typical morphology of a film of soft-landed nanoparticles is 
shown in Fig. 2.2, which illustrates that the nanoparticles are simply 
piled on top of each other [24]. Although in certain specific cases, 
for example, small Sb clusters [25], the deposited nanoparticles can 
coalesce like liquid drops to form larger particles, this has not been 
observed for magnetic transition metals. The grain size within the 
film is thus the same as that of the free gas-phase nanoparticles. It 
can also be assumed that the anisotropy of each particle is uniaxial, 
even in the case of elements, like Fe, that have cubic anisotropy in 
the bulk. Only perfectly formed clusters containing magic numbers 
of atoms would maintain cubic anisotropy, since, as shown by Xie 
and Blackman [26], adding a few atoms to a facet is sufficient to 
induce uniaxial anisotropy. Even in the case of the small proportion 
of clusters that contain magic numbers, the process of depositing 
and embedding nanoparticles will induce stresses that lower the 
symmetry of the anisotropy. The uniaxial anisotropy in deposited 
clusters was demonstrated by dispersing them in a nonmagnetic 
Ag matrix using the process shown in Fig. 2.1 and modeling the 
approach to saturation at low temperatures well below the blocking 
temperature [23, 27] (see Section 2.3.2).

2.2.2 Magnetic Behavior of Pure Deposited 
Nanoparticle Films

From the discussion in the previous section, it is clear that within 
the film of deposited nanoparticles, each one will have a uniaxial 
anisotropy, and since the gas-phase clusters are rotating about all 
three axes, the anisotropy axis of each deposited nanoparticle will be 
randomly oriented. In addition there is usually a coherent anisotropy 
due to the strain induced in every cluster in the same direction due 
to the deposition process. Up to now the best description of the 
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magnetic behavior of films with this type of morphology has been 
with reference to the random anisotropy (RA) model described by 
Chudnovsky et al. and Saslow [28–31]. This was originally developed 
to describe the magnetic properties of amorphous materials in 
which it is supposed that the randomized atomic structure creates a 
local magnetic anisotropy, which is randomly oriented with respect 
to neighboring local anisotropies. It is even better suited to cluster-
assembled materials in which the local anisotropy changes direction 
randomly on a well-defined distance scale, that is, the size of an 
individual deposited nanoparticle.

Figure 2.2 AFM image (2 × 2 µm) of a 375 nm thick film of Co nanoparticles 
deposited on Si. The measured typical particle size, including 
tip convolution, is 30–35 nm. Reproduced with permission 
from Ref. [24]. Abbreviation: AFM, atomic force microscopy.

 In the RA formalism, the magnetic ground state in a granular film 
is determined by the relative strength of an RA field

 H K
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where Kr is the (randomly oriented) anisotropy of the grains, Ms is 
their saturation magnetization, A is the exchange constant for the 
interaction between the grains, and Ra is the nanometer-size region 
over which the local anisotropy axis is correlated. When applied 
to a film of deposited nanoparticles, Ra can simply be taken as the 
characteristic particle size, and it is straightforward to include a size 
distribution [27]. The relative strength of the RA and exchange fields 
is given by the dimensionless parameter
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 In a bulk material the exchange energy per atom is orders of 
magnitude larger than the anisotropy energy per atom, but in a 
pile of deposited nanoparticles the exchange field is given by the 
exchange interaction between neighboring particles in which only 
a few atoms participate. Thus exchange in a nanoparticle film acts 
strongly within each particle to induce internal alignment in what 
is effectively a “superatom” but has relatively “weak links” between 
particles. In addition the anisotropy energy per atom of nanoparticles 
is an order of magnitude greater than in the bulk [23, 27]  
due to the high proportion of surface atoms, and so the exchange and 
anisotropy fields in a nanoparticle film are comparable. 
 The ground-state magnetic configuration in the film depends 
on the value of lr and can be delineated into two regimes. If  
lr >> 1, anisotropy dominates and the magnetization within each 
nanoparticle is aligned along the local intraparticle anisotropy 
axis, so the film forms a simple superspin glass, as illustrated in  
Fig. 2.3a. The direction of magnetization may be forced slightly away 
from perfect alignment with the anisotropy axis by the exchange 
interaction with neighboring particles, but the magnetic correlation 
length is still the nanoparticle diameter. In the case where lr << 1, the 
exchange field dominates and the tendency is for the magnetization 
in all particles to line up irrespective of the direction of the local 
anisotropy. The anisotropy, however, pulls the local magnetization 
into a slight random misalignment in going from nanoparticle to 
nanoparticle so that magnetic correlation is lost after a few particles, 
as illustrated in Fig. 2.3b. This state has been called a correlated 
superspin glass (CSSG) [28–31], and the correlation length is given 

by 
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(a)

(b)

Figure 2.3 (a) Magnetic configuration in a nanoparticle film when 
anisotropy dominates so that the magnetic correlation length 
is the diameter of a single nanoparticle. This is a simple 
superspin glass. (b) Magnetic configuration in a nanoparticle 
film when exchange dominates, so there is nominal magnetic 
alignment between particles; however, the local anisotropy 
produces a small random misalignment, and so alignment is 
lost after a few particles. This is a CSSG [28–31]. Abbreviation: 
CSSG, correlated superspin glass.

 The magnetic correlation length in a film of deposited Co 
nanoparticles, each with a diameter of ~30 nm, has been directly 
measured by magnetic force microscope (MFM) imaging [24]. 
Figures 2.4a and 2.4b show, respectively, the topography and phase 
(magnetic force) images of the Co nanoparticles at low coverage, 
and it is observed that for isolated nanoparticles the magnetic force 
contrast coincides with the diameter of the nanoparticles. When 
the nanoparticles are assembled into a thick film (Fig. 2.4c,d) the 
individual nanoparticles can still be distinguished in the topography 
image, but the phase-contrast image shows magnetic domains 
spread over several particles, though the domain boundaries are 
localized around nanoparticle edges. Comparing the correlation 
length in the topography and phase-contrast images enables a direct 
determination of lr, which in this case was found to be lr = 0.67. 
This value can be entered into the RA model to determine how the 
magnetization of the film approaches saturation [32], and the results 
are shown in Fig. 2.4e, indicating agreement between the prediction 
of the RA model and the measured magnetization. These results 
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come with some provisos, one being that the field from the MFM tip 
may well perturb the ground-state magnetic pattern. The other is 
that in this study there was an oxide shell on the Co nanoparticles, 
so the exchange coupling between particles is more complex than 
for pure metal nanoparticles, but the origin of the magnetization 
pattern in a nanoparticle films is clearly illustrated.

Figure 2.4 (a and b) Topography and phase-contrast (magnetic force) 
images (1 × 1 µm) of deposited Co nanoparticles (~30 nm) on 
Si at low coverage. (c and d) Topography and phase-contrast 
(magnetic force) images (1 × 1 µm) of a continuous film (375 
nm thick) of deposited Co nanoparticles on Si. The magnetic 
correlation is larger than a single nanoparticle. (e) Measured 
approach to saturation of the magnetization from the thick 
film (circles) compared to a calculation using the RA model for 
the value of lr = 0.67 measured from the images. Reproduced 
with permission from Ref. [32].

 Thus in essence, nanoparticle films do not develop domains in 
the normal sense. In a macroscopic material the domains form to 
minimize magnetostatic energy in the bulk at the expense of some 
increase in exchange energy at the domain boundaries. The delicate 
balance between magnetostatic, exchange, and anisotropy energies 
determines the domain pattern and the size of the domains, which 
are typically of micron size. In a nanoparticle film the competition 
between exchange (interparticle) and local intraparticle anisotropy 
produces magnetic correlation that varies from the nanoparticle 
diameter to the ~100 nm scale, giving a magnetization pattern 



54 Controlling the Structure and Properties of Nanostructured Magnetic Materials

that averages to zero at larger scales, and so the system naturally 
minimizes its magnetostatic energy from local interactions. This 
difference between conventional and nanoparticle films is illustrated 
clearly in Fig. 2.5, which shows X-ray photoemission electron 
microscope (XPEEM) images of a conventional molecular beam 
epitaxy (MBE)-grown Fe film and a similar-thickness nanoparticle 
film, composed of 2 nm diameter nanoparticles deposited on Si and 
compared side by side [20]. Both films were deposited in situ in UHV 
conditions. In these measurements, magnetic contrast was obtained 
by using soft X-rays around the Fe L3 edge (708 eV) and taking two 
images with either the photon helicity or magnetization reversed. 
After subtracting them the spatial distribution of X-ray magnetic 
circular dichroism (XMCD) of the sample (i.e., its magnetization 
pattern) is revealed. Generally this method is not able to achieve the 
spatial resolution of an MFM, but it is much less intrusive. While the 
normal metal film clearly shows micron-size domains the nanoparticle 
film shows a smooth image, indicating that the “domains” or magnetic 
correlations are below the resolution limit (~100 nm). Assuming it 
is spread over a few nanoparticles, the magnetic correlation length 
would be ~10 nm. Magnetization data from the nanoparticle films in 
this experiment also showed an approach to saturation that could be 
predicted using the RA model [20].
 Since the source of the anisotropy is generally due to shape 
and surface effects the magnetic behavior is relatively independent 
of temperature, and in addition the random orientation of the 
anisotropy on the nanoscale produces soft magnetic behavior. The 
weak temperature dependence is demonstrated in Fig. 2.6, which 
shows the approach to magnetization of films of 2–3 nm diameter Fe 
and Co clusters at different temperatures, along with the calculated 
curves using the RA model with the fit parameters specified in the 
figure [27]. In all cases the lr parameter is close to 1, indicating 
that the ground-state magnetic configuration of the films is close 
to the crossover region between a simple superspin glass and 
a CSSG. The inset for each type of sample shows the intraparticle 
anisotropy, obtained from the fitted value of Hr and Eq. 2.1, and in 
each case the flat line shows the value of anisotropy measured for 
isolated nanoparticles of the same size dispersed in a Ag matrix [27] 
(see Section 2.3.2). For the Fe nanoparticle films the intraparticle 
anisotropy is similar to that of the isolated nanoparticles, whereas for 
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the Co nanoparticle films the intraparticle anisotropy is significantly 
less than that of the isolated nanoparticles.

Figure 2.5 XPEEM images of Fe films taken at the Fe L3 edge and 
exploiting XMCD to determine the magnetization pattern. (a) 
A 200 Å thick Fe film deposited by MBE onto Si, exhibiting a 
domain pattern. (b) A similar-thickness film of 2 nm diameter 
Fe nanoparticles deposited onto Si. Both films were deposited 
in situ in UHV. The absence of domains in the nanoparticle film 
down to the resolution limit of the XPEEM (~100 nm) is evident. 
Reproduced with permission from Ref. [20]. Abbreviations: 
XPEEM, X-ray photoemission electron microscope; MBE, 
molecular beam epitaxy; XMCD, X-ray magnetic circular 
dichroism.

 In this experiment the Fe and Co nanoparticle samples were 
transferred from the UHV deposition chamber into the magnetometer, 
while maintaining UHV conditions, so the films were uncapped. A 
similar study, carried out on Fe nanoparticle films, compared the 
behavior of films that were capped with Ag and transferred through 
air and others that were uncapped and transferred in UHV [23]. It was 
found that the Hr parameter (and thus the intraparticle anisotropy) 
is significantly higher in the capped films, showing that the capping 
layer introduces strain, which increases the intraparticle anisotropy 
and is transmitted through the film.
 The mechanism for magnetization reversal of films composed of 
nanoparticles is different to that of conventional films in which the 
motion of domain walls plays a significant part. Since nanoparticle 
films do not form domains in a conventional sense their reversal 
processes are more complex and not so well understood. It is known, 
from time-resolved spin-polarized photoemission measurements 
using synchrotron radiation [21], that the switching dynamics in a 
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film of Fe nanoparticles is significantly faster than a conventional 
magnetic film.

Figure 2.6 Measured approach to saturation of uncapped 2–3 nm Fe and 
Co cluster films as a function of temperature (filled circles) 
compared to the predictions of the RA model (lines) with the 
fit parameters displayed by each curve. The insets show the 
intraparticle anisotropy of the Fe or Co nanoparticles (circles) 
compared to the anisotropy of isolated nanoparticles of the 
same size dispersed in Ag (lines). Reproduced with permission 
from Ref. [27].
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2.3 Magnetic Nanoparticles in Matrices

Whereas the previous section described the properties of films 
composed of deposited nanoparticles of a single element, in this 
section, the properties of nanoparticles codeposited with matrices of 
other materials will be presented. The process used is as described 
in Fig. 2.1, and by this method, size-selected magnetic nanoparticles 
have been deposited with a controlled VF into nonmagnetic [11, 12, 
14, 22, 23, 27, 33], ferromagnetic [12, 34], antiferromagnetic [35–38],  
rare-earth [39], and liquid [19] matrices. 

2.3.1 Controlling the Atomic Structure of Nanoparticles 
in Matrices

It has become clear from a number of studies of cluster-assembled 
materials produced by codeposition of clusters and a matrix material 
that the interaction between the clusters and the matrix can modify 
the atomic structure of the nanoparticles. This not only includes 
strain but in some cases a transformation of the atomic structure to 
a new phase. For clusters dispersed at a low VF in a matrix a simple 
picture emerges that enables the prediction of which structure the 
nanoparticles will adopt. In the dilute limit the matrix will always 
adopt the bulk structure, while the high proportion of surface atoms 
in the nanoparticles will minimize the structural energy for surface 
atomic arrangements that are epitaxial with the matrix.
 For example, there is a close lattice match between the bulk 
body-centered cubic (bcc) Fe and bulk face-centered cubic (fcc) Ag 
structures, so it was found that 1.85 nm diameter Fe nanoparticles 
embedded in Ag matrices [14] maintain the bulk bcc structure. 
On the other hand Fe nanoparticles in Cu matrices adopt an fcc 
structure due to the close lattice match between fccg-Fe and fccCu 
[40]. Interestingly, it was demonstrated that Fe nanoparticles 
embedded in amorphous carbon, in which there is no epitaxy 
between the cluster surface and the matrix, showed a mixture of 
bcc and fcc phases [14], implying that this size (1.85 nm or ~120 
atoms) is close to the critical value for the transition from the fcc to 
the bcc phase in the free clusters. On increasing the nanoparticle VF 
above the nanoparticle dilute limit, as the percolation threshold is 
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reached and most nanoparticles are in contact with neighbors, the 
energy balance changes and the structure can change. For example, 
the structure of Fe clusters in Cu changes from fcc to bcc as the VF 
increases beyond ~25% [40]. As shown in the left portion of Fig. 2.7  
the structural transition of Fe clusters in Cu matrices produces a 
significant change in their magnetic moment.

Figure 2.7 (Left) Measured magnetic moment per atom of Fe nanoparticles 
(260 atoms) embedded in Cu as a function of VF. EXAFS shows 
that the low-VF Fe structure is fcc, while at high VF it is bcc. 
(Right) TB-LMTO calculations of the magnetic moment in 
fcc Fe clusters surrounded by a thick Cu shell as a function 
of the Fe lattice constant. The two sizes of Fe core bracket 
the experimental size distribution. The vertical line shows 
the fcc lattice constant obtained by EXAFS, revealing that the 
calculated (low-spin) magnetic moment in the fcc structure 
at the correct lattice constant agrees with the measured one. 
Reproduced with permission from Ref. [40]. Abbreviations: 
EXAFS, extended x-ray absorption fine structure; TB-LMTO, 
tight binding linear muffin-tin orbital.

 In the fcc structure, the magnetic moment per atom of the Fe 
nanoparticles is predicted to undergo a transition from a low-spin 
to a high-spin state with increasing lattice constant. The right-hand 
portion of Fig. 2.7 shows the results of the calculated magnetic 
moment for fcc Fe nanoparticles of two different sizes, each 
including a thick Cu shell, carried out using the TB-LTMO method. 
The two sizes were chosen to bracket the experimentally observed 
size distribution for the data in the left portion. The vertical line in 
the theory shows the measured lattice constant of 3.58 Å obtained 
by EXAFS for the fcc Fe clusters at a low VF, and it is evident that 
the calculated magnetic moment agrees with the experimentally 
obtained one.
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 The same method can be used to prepare other nanoparticles in 
atomic structures different from the bulk material. Co nanoparticles 
deposited into Fe matrices adopt the Fe bcc structure rather than 
the bulk Co hexagonal close-packed (hcp) arrangement [34]. 
Interestingly this is observed across the Co VF range up to 40%, that 
is, well above the percolation threshold. The EXAFS measurements 
for the films indicated no significant degree of alloying between 
the clusters and the matrix. The more open Co structure leads 
to an increased magnetic moment [12], which is an important 
factor in producing very-high-magnetization nanostructured films  
(see Section 2.3.2).
 As well as being able to modify the atomic structure of 
nanoparticles by choosing the right matrix, it is even possible 
to exercise control over the lattice constant within the modified 
structure by using alloy matrices, as demonstrated recently by Baker 
et al. [22] for Fe nanoparticles in CuAu alloy matrices. In general it 
is found experimentally [41] that the lattice constant of Cu1-xAux 
alloys varies linearly with x, as predicted by Vegard’s rule [42, 43]. 
It thus provides a host matrix in which the lattice structure stays 
fcc but the lattice constant can be continuously varied by changing 
the Au content. It was found that Fe nanoparticles with a diameter 
of 2 nm embedded in CuAu matrices adopt the fcc (or face-centered 
tetragonal [fct]—see below) structure throughout the composition 
range studied [22], and Fig. 2.8 shows the measured magnetic 
moment as a function of Au content. It is observed that the moment 
varies from the low-spin fcc value of 1.1 µB/atom in the pure Cu 
matrix (lattice constant = 3.58 Å) to 2.5 µB/atom at a Au content of 
25% (lattice constant = 3.7 Å), which is significantly higher than the 
bulk Fe bcc value. The unfilled circles in Fig. 2.8 show the measured 
Cu lattice constant as a function of Au content.
 In pure Cu films the Fe nanoparticles adopt an fcc structure 
and throughout the composition range never revert to the bulk Fe 
bcc structure; however, it was found that the change in Fe clusters 
with increasing Au content was not simply a uniform stretch of 
the fcc structure but rather a tetragonal distortion in which there 
is a stretch in one direction and a compression in the orthogonal 
direction. Despite this, changing the lattice parameter of the matrix 
does enable the preparation of fct Fe nanoparticles in the high-spin 
state. Tables 2.1 and 2.2 show a summary of structures of Fe and Co 
nanoparticles embedded in various matrices.
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Figure 2.8 Magnetic moment per atom of Fe nanoparticles embedded in 
CuAu alloy matrices as a function of Au content (filled circles). 
The variation in the fcc Cu lattice constant of CuAu films 
containing Fe nanoparticles as a function of Au content is show 
by the open circles. The Fe atomic structure is fcc or fct (see 
text) at all Cu lattice constants.

 The discussion in this section has so far been restricted to 
embedded nanoparticle systems that have sharp interfaces and 
no detectable intermixing with the matrix material; thus the 
nanoparticles can be considered as discrete entities with a modified 
atomic structure. In many embedded nanoparticle systems this is 
not the case and significant surface alloying takes place at room 
temperature, as found in, for example, Fe nanoparticles embedded 
in Dy [45] and Co particles embedded in Mn [46] matrices. These 
highly inhomogeneous alloys can also display unusual properties, 
as demonstrated in the case of Co nanoparticles in Mn matrices 
[46]. The morphology inferred from EXAFS data is illustrated 
schematically in Fig. 2.9. Each deposited Co nanoparticle becomes a 
nanoscale region of a Co1-xMnx alloy in which x varies continuously 
from 0 at the middle of the region to 1 where it merges with the Mn 
matrix. At the radius where x crosses 0.3, the alloy switches from 
ferromagnetic (F) to antiferromagnetic (AF), thus creating an F/AF 
interface, and the films show a magnetic exchange bias [46].
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Table 2.1 Atomic structure of Fe nanoparticles with a diameter of 1.85 nm  
embedded in various matrices

Matrix 
material

VF
(%)

Nanoparticle 
atomic 

structure

Lattice 
constant 

(Å) Ref.

Bulk 
material 
structure 

and 
lattice 

constant
Ag 5

40
bcc
bcc

2.85 ± 0.01
2.85 ± 0.01 [14]

bcc, 2.87 Å

Cu 6 g-fcc 3.57 ± 0.02 [40]
Amorphous-C 4

40
mixed bcc 
and fcc

2.56 ± 0.02
2.57 ± 0.01

[14]

Co 9 bcc 2.84 ± 0.02 [34]
Cr 5 bcc 2.85 ± 0.01 [44]
CuAu alloy 5 fcc–fct 

(increasing 
fct distortion 
with Au 
content)

3.58 – 3.70

[22]

Table 2.2 Atomic structure of Co nanoparticles with a diameter of  
1.85 nm embedded in various matrices

Matrix 
material

VF
(%)

Nanoparticle 
atomic 

structure
Lattice 

constant (Å) Ref.

Bulk material 
structure 

and lattice 
constant

Ag 5 hcp or fcc 2.49 ± 0.02 [34]
hcp, 2.51 Å

Fe 9 bcc 2.86 ± 0.02 [34]

 Finally in this section, it is worth pointing out that although the 
discussion about modifying the nanoparticle atomic structure has 
focused on particles embedded in solid matrices, it may be possible 
to produce these structural changes within core-shell nanoparticles. 
Thus, for example, it may be possible to stabilize the high-spin fcc Fe 
structure in an Fe nanoparticle coated in a CuAu alloy shell, and gas-
phase sources have been built that are specialized to produce such 
core-shell particles [19, 47]. Coupled with the technology to deposit 
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these into water to form liquid suspensions (see Section 2.3.3), these 
could make high-performance nanovectors for medical applications 
such as tumor hyperthermia.

Figure 2.9 Structure inferred for the highly alloyed system of Co 
nanoparticles embedded in Mn matrices [46].

2.3.2 Controlling the Magnetic Properties of Isolated 
Nanoparticles in Matrices

In this section we will consider the magnetic behavior of films 
of isolated nanoparticles embedded in a matrix of a different, 
nonmagnetic material produced by the cluster deposition method 
(Fig. 2.1). This enables the preparation of close to “ideal” systems 
of size-selected noninteracting nanoparticles, whose magnetic 
properties can be accurately described by well-understood models. 
Thus a range of important parameters for the isolated buried 
nanoparticles can be extracted, which aids interpretation of the data 
from films in which there are significant interactions. 
 Particles with a diameter of less than ~50 nm will be a single 
magnetic domain. In addition for diameters significantly smaller 
than the domain wall width, t, of the equivalent bulk material, given 
by

 t a W
K

= Ê
ËÁ

ˆ
¯̃

p
3

1

2

 (2.4)
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where a is the atomic diameter, W is the exchange energy/unit 
volume, and K is the anisotropy energy density, one can ignore 
canting of spins at the particle surface. Typically, W ≈ 109 Jm–3 
while K ≈ 105 Jm–3, so the domain wall thickness is ~25 nm, and 
since the nanoparticles we are considering here are <10 nm, we can 
assume that the magnetic moment in each is a single giant moment 
derived from the individual magnetic moments locked together by 
exchange. The nanoparticle magnetic moment will have an anisotropy 
that can be assumed to be uniaxial (see discussion in Section 2.2.1).
 At T = 0 K, reversing the direction of the cluster magnetization 
requires an external field to drive the magnetization vector across the 
anisotropy boundary KV separating different magnetic alignments, 
where K is the anisotropy constant and V is the particle volume. At 
finite temperatures, the external field acts in the presence of thermal 
fluctuations of the moment. When a saturating field is removed from 
a particle (or a dilute assembly) at temperature T, the magnetization 
decays with a relaxation time, τ, that can be approximated by the 
Arrhenius relationship:

 t t=
Ê
ËÁ

ˆ
¯̃0

exp
KV
k T

B

, (2.5)

wheret0 is the natural lifetime of the particle, that is, the value at 
the high-temperature limit. This has been measured by muon spin 
resonance spectroscopy [48] to be 12 ns for 2.85 nm diameter Fe 
nanoparticles embedded in Ag matrices at a VF of 0.1%. For this 
order of particle size, observations must be made at cryogenic 
temperatures (≤5 K) for the magnetic relaxation to be slower than 
typical measurement times for conventional magnetometry.
 As the temperature is lowered the thermal energy becomes too 
small to excite the magnetization vector over the barrier and in zero 
field the magnetization is static in each nanoparticle and lies along 
the easy axis in either direction. In this regime it is also possible 
for the magnetization vector to form a superposition by quantum 
mechanical tunneling through the anisotropy barrier [49, 50]. This 
is a fascinating phenomenon but difficult to observe with the size 
of particles discussed in this chapter and will not be considered 
further. The temperature at which the magnetic moments become 
static is known as the blocking temperature, and this depends 
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on the measurement time but not very sensitively. For example, 
Fe nanoparticles with a diameter of 2 nm have K = 2 × 105 Jm–3  
(see below), and using the measured value of t0 = 12 ns, the blocking 
temperature at a measurement time of 1,000 seconds (typical for 
measuring an M–H loop) is 2.4 K, while if the measurement time 
is increased to a year the blocking temperature is 1.7 K. Thus this 
narrow range delineates essentially permanent static moments 
from fluctuating ones.
 The magnetization of an assembly of nanoparticles below their 
blocking temperature is determined by the competition between the 
particle moment aligning with the direction of the applied field or 
the direction of the local anisotropy axis. Considering an individual 
particle with a uniaxial anisotropy (Fig. 2.10) one can assume that 
the (uniaxial) anisotropy axis (labeled êi in Fig. 2.10) is randomly 
aligned and is at an angle q with respect to the applied field direction 
(z axis). Assuming the magnetization vector (labeled Ŝi in Fig. 2.10) 
makes an angle f with respect to the x axis, the energy above the 
ground state of the magnetization vector of the particle in zero field 
is

 E KVϕ = -sin ( )
2 q j , (2.6)

and when the field is applied

 E KV Bϕ = - -sin ( ) cos
2 q j m j . (2.7)

 So the particle moment will rotate to minimize Ej, and this will be 
at some angle between the directions of the field and the anisotropy 
axis. For small fields and/or large anisotropies the moment will be 
close to the anisotropy axis, but as the field is increased the magnetic 
moment will align more closely with it.
 To calculate the magnetization of an ensemble in which the 
particles (i.e., their anisotropy axes) are randomly oriented, for each 
field and particle orientation q, the direction (f) of the magnetic 
moment is determined by minimizing the energy in Eq. 2.7. This 
determines the measured magnetic moment along the field direction, 
mz = m cos f, where m is the magnitude of the particle magnetic 
moment. The values of mz are then averaged over all possible particle 
orientations q to get the magnetization of the ensemble.
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Figure 2.10 (a) Dependence of uniaxial anisotropy energy on the 
magnetization direction in zero field in a nanoparticle whose 
axis is at an angle to the direction in which the field will be 
applied. (b) After the field is applied.

 Figure 2.11 shows magnetization isotherms obtained at 2 K from 
low-VF assemblies of Fe and Co nanoparticles with diameters of  
3 nm and 2.8 nm, respectively embedded in Ag matrices [27]. In 
Fig. 2.11a the field is applied in the plane to the assembly of Fe 
nanoparticles, and the data obtained with the decreasing field 
has been fitted to the model described above. The only unknown 
parameter is the particle anisotropy, and this is adjusted to optimize 
the fit and the obtained value shown in the inset. In Fig. 2.11b the 
process has been repeated for an out-of-plane applied field and 
shows a larger value of K for the Fe nanoparticles, indicating an 
additional in-plane anisotropy term resulting from strain or shape 
distortion induced by the deposition process. This will be related 
to the coherent anisotropy discussed in the description of the RA 
model (Section 2.2.2). Figure 2.11c shows the out-of-plane data 
and model fit for Co nanoparticles, indicating a much larger value 
of the anisotropy. The remanence of an assembly of nanoparticles 
with uniaxial anisotropy should be 50%, and it is noticeable that the 
remanence in the data is below 50% for both Fe and Co nanoparticles. 
This is ascribed to the proportion of small particles within the size 
distribution that are not blocked at 2 K.
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Figure 2.11 (a) In-plane magnetization isotherms at 2 K for 0.8% VF 3.0 
nm diameter Fe nanoparticles in a Ag matrix compared to the 
model described in the text. The inset details the fit and shows 
the value of the anisotropy that optimizes it. (b) As (a) but with 
the field applied out of plane. (c) As (b) but for 2% VF 2.8 nm 
diameter Co nanoparticles. Reproduced with permission from 
Ref. [27].

 The magnetization of a dilute nanoparticle assembly well above 
the blocking temperature can also be calculated precisely. The 
nanoparticle moment, µ, is quantized into discrete µz values (i.e., 
discrete directions), but the number of allowed states between the 
ground state, E = –µB and the maximum energy E = +µB is given by 2J 
+ 1, where J is the angular momentum. Since this is the total angular 
momentum of the nanoparticle, its value is typically hundreds or 
thousands and the discrete values form a quasi-continuum. Thus 
the variation of the energy as a function of the orientation of the 
moment can be treated classically, as illustrated in Fig. 2.12a.
 In an applied field, B, the energy of the moment is

 E B= -m qcos , (2.8)

which is minimized when the moment and the field are aligned, but 
perfect alignment at all times is prevented by thermal excitations 
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away from the minimum energy direction. This is a standard 
problem in classical statistics, which predicts that the probability of 
the moment pointing along a direction, q, is proportional to

 exp exp
cos cos-Ê

ËÁ
ˆ
¯̃

= -Ê
ËÁ

ˆ
¯̃

=E
T

B
T

em
k k

m q q , (2.9)

where m = µB/kT. The angle, q, can vary between 0 and π for an 
ensemble of particles, and the average angle made with the field, cosq , 
is obtained by integrating the factor cos cos /

cos cosq q q q= e em m  
over a spherical shell defined by q = 0 – π. A suitable shell element is 
shown in Fig. 2.12b. The average angle the moment makes with the 
field is thus

 (cos )

cos sin

sin

cos

cos

q
q q q

q q

q
p

q
p=

Ú
Ú

e d

e d

m

m

0

0

, (2.10)

and integrating by parts gives

 (cos ) cot ( )q = - =hm
m

L m1 , (2.11)

where L(m) is the Langevin function. Thus at a given temperature and 
applied field the magnetization of an assembly of N nanoparticles in 
the direction of the applied field is

 N N NL B
T

( ) (cos )m m q m m= = Ê
ËÁ

ˆ
¯̃k

. (2.12)

(a) (b)

Figure 2.12 (a) In a nanoparticle, the magnetic moment is large and the 
energy states of the different µz values (different pointing 
directions of the moment) form a quasi-continuum, so the 
moment can be treated as a classical vector. (b) Suitable shell 
element to integrate over a spherical shell defined by q = 0 – π.
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 At a given field and temperature the magnetization depends only 
on µ, which, enhanced moments, etc., depends only on the size of the 
particle.
 Thus the magnetization curves for a dilute monosized 
nanoparticle assembly well above the blocking temperature can 
be fitted to a Langevin function and optimized to find the average 
particle size. With sufficiently good-quality data, it is possible to go 
further and fit a family of Langevin functions, each representing a 
different size and where the weighting of each function is a fitting 
parameter, allowing the size distribution to be determined. This 
has been done using the dilute Fe nanoparticle sample shown in 
Fig. 2.11a, and the result is displayed in Fig. 2.13a, which shows 
isotherms for temperatures in the range 50–300 K. Each of these 
has been fitted with a set of Langevin functions, and the weight 
of these as a function of particle size is shown in the inset fitted 
to a log-normal distribution. The same data is plotted against 1/T 
in Fig. 2.13b, demonstrating that the curves all lie on top of each 
other, as required for a superparamagnetic system. The inset in 
Fig. 2.13b shows the median particle size for the size distribution 
obtained from the isotherms at different temperatures and shows 
a constant value of 3 nm. As a check that the sizes obtained in this 
way are reasonable the images obtained by scanning tunneling 
microscopy (STM) of the Fe nanoparticles deposited in UHV onto 
Si(111) with the source operating at the same conditions is shown 
in Fig. 2.13c. The size distribution obtained directly from the images 
and corrected for tip effects is plotted in Fig. 2.13d (filled circles) 
and compared to the size distribution obtained from the magnetic 
data (open circles). There is agreement within the uncertainty of tip 
correction and source conditions, providing confidence that the size 
obtained from the magnetic data is accurate.
 Figure 2.14a shows isotherms for temperatures in the range 
50–300 K for the 2% VF assembly of Co nanoparticles in Ag. Again, 
each isotherm has been fitted with a set of Langevin functions, and 
the weight of these as a function of particle size is shown in the inset 
fitted to a log-normal distribution. Plotting the data against 1/T 
(Fig. 2.14b) reveals that in the scans of Co nanoparticles the curves 
only lie on top of each other for temperatures greater than 100 K, 
demonstrating that the sample can only be considered to be perfectly 
superparamagnetic above this temperature. This is due to the higher 
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anisotropy of the Co nanoparticles and may also be due to increased 
interaction at the higher VF. The inset in Fig. 2.14b, which plots the 
median size distribution obtained by fitting Langevin functions to 
the data, only reveals a constant size (2.9 nm) above 100 K.

Figure 2.13 (a) Isotherms from an assembly of a 0.8% VF of Fe 
nanoparticles in a Ag matrix for temperatures in the range 
50–300 K along with fits using a number of Langevin functions 
representing the size distribution. The inset shows the size 
distribution obtained (averaged over all temperatures) fitted 
to a log-normal curve. (b) The same data plotted against 1/T 
to demonstrate the curves lie on top of each other, as required 
for a superparamagnetic system. The inset shows the median 
size obtained from the fitted distribution, demonstrating the 
temperature independence. (c) STM image of a deposit of 
Fe nanoparticles produced under similar source conditions 
and deposited onto Si(111) [51]. (d) Comparison of the size 
distribution obtained from the STM images (filled circles) and 
the magnetic data (open circles). Reproduced with permission 
from Refs. [27, 51].

 In summary, in this section, it has been shown that the size 
distribution of a dilute assembly of noninteracting nanoparticles in 
a nonmagnetic matrix can be determined from the magnetization 
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curves at temperatures above 100 K. At low temperature the 
magnetization yields precise values for the intraparticle anisotropy 
energy and also the symmetry of the anisotropy, which has been 
found to be uniaxial in the case of Fe and Co nanoparticles in Ag.

Figure 2.14 (a) Isotherms from an assembly of a 2% VF of Co nanoparticles 
in a Ag matrix for temperatures in the range 50–300 K along 
with fits using a number of Langevin functions representing 
the size distribution. The inset shows the size distribution 
obtained (averaged over all temperatures) fitted to a log-
normal curve. (b) The same data plotted against 1/T to check 
whether the curves lie on top of each other, as required for a 
superparamagnetic system. In this case the data at 50 K and 
100 K is separate from the rest, indicating that the system 
does not have ideal superparamagnetic behavior for T < 100 
K. The inset shows the median size obtained from the fitted 
distribution and shows temperature independence in the 
superparagnetic regime. Reproduced with permission from 
Ref. [27].

2.3.3 Controlling the Magnetic Properties by 
Nanoparticle Volume Fraction

The previous two sections considered isolated nanoparticles 
dispersed at low VFs in matrices. Section 2.3.1 described changes in 
the atomic structure of individual nanoparticles that can be induced 
by using different matrix materials, and Section 2.3.2 discussed 
the magnetic properties of isolated nanoparticles in nonmagnetic 
matrices. In this section the focus will be on changes in the magnetic 
properties of the film produced by changing the VF of nanoparticles 
and increasing the importance of interparticle interactions. We 
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have already considered the two extremes of this variation, that 
is, pure cluster films (Section 2.2.1) for which VF = 1 and isolated 
nanoparticles where VF < 0.1 (Sections 2.3.1 and 2.3.2), but here we 
look at how magnetic behavior varies with intermediate values of 
VF.
 When the interparticle interactions become significant in a 
system of nanoparticles, it displays a rich variety of magnetic 
configurations resulting from competing energy terms. The dipolar 
interaction introduces frustration as it is impossible to produce 
an optimum alignment for every particle. In addition there is 
frustration resulting from the competition between the interparticle 
dipolar and exchange terms and the intraparticle anisotropy energy 
(magnetocrystalline, shape, magnetoelastic, etc.) that requires 
the magnetization vector to be aligned along specific axes in each 
particle. Apart from scientific curiosity it is important to understand 
the behavior produced by these interactions, since many applications 
of granular magnetic materials require the VF to be close to or above 
the percolation threshold in which there are strong interactions. 
 This is a topic that has been studied for many decades using 
a variety of measurement techniques, including magnetometry, 
susceptibility measurements, muon spin resonance, and Mössbauer 
spectroscopy and samples, including frozen ferrofluids, cosputtered 
metal/insulator films, annealed melt-spun alloys, and ball-milled 
alloys [52–67]. In most preparation methods, however, it is difficult 
to control the size of the embedded magnetic grains independently 
of the VF. It is only with the advent of preformed nanoparticle 
deposition that it has been possible to maintain the particle size 
fixed while varying the VF within the matrix as a single parameter. 
An extreme example of magnetic changes with the VF was illustrated 
in Fig. 2.7, where the atomic structure of the nanoparticles changed 
with the VF, producing a transition from a low-spin to a high-spin 
state. In this section, however, we will assume that the structure 
of the constituent nanoparticles does not change with the VF and 
study the evolution of magnetic properties brought about purely 
by interactions. A good model system for this is Fe nanoparticles 
codeposited with a Ag matrix in which, as discussed in the previous 
section, the Fe nanoparticles maintain the bulk bcc structure 
throughout the VF range.
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 Figure 2.15 shows how the room temperature magnetization 
curves evolve with the VF in the range 0.8%–19% for 3 nm diameter 
Fe nanoparticle assemblies in Ag matrices and the most apparent 
change is an increase in the low-field susceptibility with higher 
packing densities. The basic nanoparticle building blocks in the films 
are well characterized with the size distribution and intraparticle 
anisotropy energies known, as discussed in Section 2.3.2.

Figure 2.15 Evolution of the magnetization curves for 3 nm diameter Fe 
nanoparticles in Ag as the VF is varied in the range 0.8%–19%. 
The inset shows the measured susceptibility value (open 
circles) compared to a MC simulation (filled circles/line). 
Reproduced with permission from Ref. [23]. Abbreviation: MC, 
Monte Carlo.

 The set of films can be modeled by MC simulations, and to describe 
the system realistically, both dipolar and exchange interactions 
must be included [23]. Note that in the discussion below, “exchange” 
refers only to the interparticle exchange force, and it is assumed 
that intraparticle exchange serves only to lock the atomic spins 
into a single nanoparticle moment. The predicted susceptibility is 
displayed in the inset (filled circles/line) and qualitatively predicts 
the experimentally observed trend (open circles). The quantitative 
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disagreement can be ascribed to a difference in the time associated 
with the experiment and model. In the MC simulation the calculation 
is extended to 10,000 MC steps, which roughly corresponds to an 
experimental measurement time of 10–4 seconds [68] and compares 
to time scales of minutes for the measurement. It is interesting to 
note that both experimental measurements [66] and theoretical 
modeling [69] predict a decrease in low-field susceptibility in the 
presence of dipolar interactions alone, emphasizing the importance 
of exchange forces in determining the macroscopic behavior of the 
material.
 In this relatively low VF range (i.e., below the percolation 
threshold at VF ≈ 25%), one can also gain a qualitative understanding 
of the behavior of interacting nanoparticle assemblies by applying 
the Curie–Weiss model, as shown by Allia et al. [66]. As discussed 
in Section 2.3.2, the very low VF (0.8%) data in Fig. 2.15 displays 
perfect superparamagnetism and shows a qualitatively good fit to a 
Langevin function with a particle size of 3 nm (the median diameter 
in Fig. 2.13a,b). Repeating the fit for magnetization curves from the 
dilute film at different temperatures shows that the fitted particle size 
remains constant as a function of the temperature of the curve used, 
as shown in Fig. 2.13b. Curves at higher VFs also show qualitatively 
good fits to single Langevin functions using larger particle sizes, but 
it is erroneous to describe the higher VF films as superparamagnetic 
with larger particle sizes. When the fit to a higher VF curve is carried 
out at different temperatures, each temperature requires a different 
particle size for optimization. In addition the isotherms plotted 
against 1/T do not lie on top of each other, and both indications 
show that the system is not superparamagnetic.
 In the low VF range (<25%), the system consists of nanoparticle 
aggregates whose moments are locked together by exchange 
that interact with other aggregates by dipolar forces. The dipolar 
interactions can be characterized by a temperature parameter 
T*, proportional to the mean dipolar energy between particles 
and included in the denominator of the Langevin function. Thus 
for the interacting assembly, Eq. 2.12, which was derived for a 
superparamagnetic system, is replaced by

 M NL B
k T T

=
+

Ê
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ˆ
¯̃

m m
( )

*
, (2.13)
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where in this case µ is the moment of the nanoparticle aggregates. 
It is straightforward to show that the average diameter, d, of the 
nanoparticle aggregates is related to the “apparent” (or wrong) 
diameter, da, obtained if one fits a pure Langevin function to the 
interacting particle magnetization data through the equation [66]:

 d T
T

d
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1

1
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Ë
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 Thus if one fits simple Langevin functions to the data over a range 
of temperatures, the apparent diameter will vary with temperature 
and the variation can be used to determine the true aggregate 
diameter and T*. This procedure is illustrated for two films of 3 nm 
diameter Fe nanoparticles in Ag with VF = 0.8% and VF = 10% in  
Fig. 2.16. 

Figure 2.16 Median particle diameter d obtained by fitting unmodified 
Langevin functions to the magnetization curves taken at 
50–300 K of Fe0.8Ag99.2 (open circles) and Fe10Ag90 (filled 
circles) films. The variation of da vs. T can be used to obtain the 
interaction parameter T* and the true particle size, d, from Eq. 
2.14. Reproduced with permission from Ref. [23].

 In the noninteracting VF = 0.8% system, d remains at the isolated 
nanoparticle diameter of 3 nm and T* = 0, as required. When the VF is 
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10% the change of da with temperature is apparent and the variation 
can be modeled by Eq. 2.14 to yield a true aggregate diameter of 
5.7 nm with an interaction temperature of 94 K. To check that this 
number is sensible it is straightforward to make a rough estimate of 
T* since the dipolar interaction energy is given by

 E
rdip

=
m m

0

2

3
4p

, (2.15)

where µ is the total moment of the nanoparticles or aggregates of 
nanoparticles and r is their separation. Thus we can write

 T
r k

* =
m m

0

2

3
4p

. (2.16)

Assuming random packing, for the isolated nanoparticles with a 
diameter of 3 nm (VF = 0.8%), one obtains <r> = 13.6 nm and T* ≈ 
3K, which is undetectable in the fit in Fig. 2.16. On the other hand for 
a VF of 10% and a mean aggregate diameter of 5.7 nm, one obtains 
<r> = 11.1 nm and T* ≈ 100 K, which is close to the fitted value in  
Fig. 2.16. Thus the aggregate diameters and dipolar interaction 
energies yielded by the scheme outlined above are consistent 
with each other. An aggregate with a diameter of 5.7 nm consists 
of around six to seven of the constituent nanoparticles. These are 
exchange coupled into single supermoments that interact with each 
other via dipolar forces.
 The magnetic isotherms obtained at low temperature (T = 2 K) 
form the same films as used for Fig. 2.15, are plotted in Fig. 2.17, 
and reveal the appearance of hysteresis. An important feature of the 
data is that the remanence remains close to 50% so that assuming 
the above picture, that is, aggregates coupled together to form 
supermoments, the anisotropy of the aggregates is uniaxial and the 
data between saturation and remanence can be fitted using Eq. 2.7  
to extract the magnitude, K, of the aggregate anisotropy as a function 
of VF using the procedure described in Section 2.3.2. The values 
are indicated on the figure and show a reducing value of K with 
VF. This is expected due to an averaging of the individual cluster 
anisotropies to produce a resultant value along the anisotropy axis 
of the whole aggregate. In addition areal decrease in the intracluster 
magnetocrystalline anisotropy may be expected as a result of a 
decreasing orbital moment with increasing nanoparticle density, as 
shown by previous XMCD measurements of exposed Fe clusters on 
graphite [70].
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 Also shown in Fig. 2.17 are the results of an MC model that 
includes both dipolar and exchange forces, which shows fairly good 
agreement with the measurements and in particular is able to predict 
the observed increase in the coercive field with the VF (inset).

Figure 2.17 Magnetic isotherms at T = 2 K of 3 nm diameter Fe nanoparticles 
embedded in Ag as a function of VF (dots). The values of 
anisotropy, K are obtained by fitting the approach to saturation 
(thick lines) by the procedure described in the text. MC 
modeling that includes exchange and dipolar interactions has 
been used to determine the entire hysteresis loop (thin lines).
The inset shows the measured (open circles) and predicted 
(line) variation in the coercive field with VF. The parameter b 
obtained from the MC model at zero field, Eq. 2.17, indicates 
the influence of exchange forces and can take values between 
1 (no exchange) and 0.5 (exchange dominates). Reproduced 
with permission from Ref. [12].
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 The MC model can be used to determine how the influence of 
exchange varies with VF by evaluating the global parameter

 b
N

s ei i
i

= Â1 � �
. ,  (2.17)

in zero field at T = 0, where Si and ei are the unit vectors along the 
magnetic moment and anisotropy axis of particle i. Thus in the 
absence of exchange interactions and thermal fluctuations, every 
nanoparticle moment would point along the local anisotropy axis, 
giving b = 1. In an assembly with a random distribution of anisotropy 
axes in which exchange is dominant, b = 0.5. At each VF in Fig. 2.17 
the value of b at H = 0 obtained is indicated by the respective curve 
and shows a steady reduction from b = 0.89 at a VF of 0.8% (exchange 
unimportant) to b = 0.54 at a VF of 19% (exchange dominant).
 Thus in the VF range up to the percolation threshold a clear picture 
of the magnetic behavior of embedded ~3 nm diameter nanoparticle 
assemblies emerges. At the limit of low VF, each nanoparticle has a 
uniaxial anisotropy, with an anisotropy constant in the range 2–3 × 
105 Jm–3 for Fe and around 7–8 × 105 Jm–3 for Co. At temperatures 
above 50 K in the case of Fe nanoparticles and above 100 K for 
Co nanoparticles the system displays ideal superparamagnetism. 
As the VF is increased to values in the range 10%, the assembly 
can be considered to be aggregates of a few nanoparticles, where 
the nanoparticle moments within each aggregate are aligned 
by exchange and the aggregates have a uniaxial anisotropy. The 
anisotropy constant is less than the isolated particle value and 
decreases with the size of the aggregate. The measured remanence 
of 50% indicates that the anisotropy axes of the aggregates are 
randomly aligned. The aggregates experience a significant dipolar 
interaction between them, and the magnetic behavior in this VF 
range has been labeled “interacting superparamagnetic” [66]. An 
illustration of the magnetic moments in the isolated particles and in 
10% VF assemblies is shown in Fig. 2.18.
 With further increases in the VF toward the percolation threshold 
the assembly gradually evolves into an exchange-coupled network, 
as indicated by parameter b tending to b = 0.5. Above the percolation 
threshold, simple intuitive pictures are absent till the formation of 
a correlated superspin glass (Section 3.2.2), and the properties can 
only be understood with reference to an accurate MC model. At VFs 
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Figure 2.18 Schematic of Fe nanoparticle assemblies dispersed in Ag 
with a uniaxial anisotropy and a random orientation of the 
anisotropy axes at T = 0 and zero field. (a) 1% VF: the MC 
model yields b = 0.89, Eq. 2.17, indicating that all the particle 
moments are oriented close to the local anisotropy axis. (b) 
10% VF: Eq. 2.14 indicates that the deposited nanoparticles 
from aggregates containing on average about 7 particles and 
the MC model give b = 0.63, indicating that the aggregates are 
strongly exchange-coupled to form single magnetic entities. 
The measured remanence of 50% shows that the aggregate 
moments are randomly oriented. Reproduced with permission 
from Ref. [12].
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above 70% [23], the system forms a correlated superspin glass well 
described by the RA model (Section 3.2.2) in which the magnetic 
properties arise from the competition between interparticle 
exchange and intraparticle anisotropy, with dipolar interactions not 
playing a significant role. This is in contrast to normal bulk systems 
where dipolar forces lead to the formation of magnetic domains. 
The magnetic state of Fe nanoparticles embedded in Ag at room 
temperature throughout the whole VF range is illustrated in Fig. 
2.19, superimposed on a plot of the measured initial susceptibility 
of the films [72].

Figure 2.19 Initial susceptibility of Fe nanoparticles in Ag vs. VF with an 
indication of regions of different magnetic behavior.

 The discussion has so far focused on magnetic nanoparticles in 
nonmagnetic matrices; however, as mentioned in Section 2.3.1, a 
technologically important material is Fe nanoparticles embedded in 
Co matrices (and vice versa). In the case of magnetic nanoparticles 
embedded in magnetic matrices in which there is not a significant 
degree of alloying (as is the case here—see Section 2.3.1), the spaces 
between the magnetic nanoparticles are packed with a ferromagnetic 
material and exchange dominates even at low VFs. Thus it has been 
shown that films of Fe nanoparticles in Co matrices in the Fe VF 
range 5%–25% are well described by the RA model [71].
 The measured saturation magnetization of films of Fe 
nanoparticles embedded in Co matrices and Co nanoparticles 
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embedded in Fe matrices is shown in Fig. 2.20 as a function of the 
Fe VF (either as nanoparticles or as the matrix) [12]. Also plotted 
is the SP curve, which shows the saturation magnetization of 
conventional FeCo alloys as a function of the Fe fraction. The alloy 
with a composition around Fe60Co40 shows a peak magnetization 
of 2.45 µB/atom, and since the 1920s this has been the highest 
saturation magnetization available with conventional transition 
metal alloys. The nanostructured film produced by embedding Fe 
nanoparticles in Co matrices initially shows a higher magnetization 
than the conventional alloy, but around the percolation threshold, 
the moment drops to below the SP curve and shows a value close 
to the weighted average of bulk Fe and Co magnetic moments. This 
is simply due to phase separation above the percolation threshold. 
The Fe-rich end can be produced as a nanostructured material by 
embedding Co nanoparticles in Fe matrices, and this data shows 
values well above the peak of the SP curve.

Figure 2.20 Saturation magnetization in µB/atom of Fe nanoparticles 
embedded in Co matrices (filled circles) and Co nanoparticles 
embedded in Fe matrices (open circles) as a function of Fe 
VF. The line is the SP curve showing the magnetization of 
conventional FeCo alloys. Reproduced with permission from 
Ref. [12].
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2.3.4 Producing Nanoparticle Hydrosols by Deposition 
of Gas-Phase Particles into Liquid Matrices

The application of nanoparticles in medicine and biology has become 
an important area in a diverse variety of methods ranging from in 
vitro biomarkers to complex in vivo theranostic nanovectors that 
can both detect and treat disease [73–76]. For all such applications 
nanoparticles need to be dispersed in a liquid matrix, preferably 
water. Methods have been developed to produce nanoparticles that 
are monodisperse (or at least have a narrow size distribution) by 
a large number of techniques, including chemical and biological 
routes [77–83]. These have the advantage that they can produce 
large quantities of nanoparticle suspensions relatively cheaply.
 In contrast the high-vacuum gas-phase method described in 
this chapter produces relatively small quantities of nanoparticles in 
UHV and at first sight does not seem suitable for the synthesis of 
nanomaterials in medicine. Its overriding strength is the flexibility 
of nanoparticle manufacture with very tight size control. Not only is 
there free choice of material in the core nanoparticles, but the method 
can produce core-shell structures in which there is free choice of 
core and shell materials and independent control over the core size 
and shell thickness [19, 84]. It is also straightforward to use alloys 
in either the core [85] or the shell, and as discussed in Section 2.3.1  
it is even possible to modify the internal atomic structure of the 
nanoparticles [22]. An important feature of a vacuum gas-phase 
nanoparticle source is that it can operate in UHV conditions so that 
either the core or the shell can be a reactive material without being 
converted to oxide. It is thus possible to “design” an ideal nanoparticle 
by modeling and then manufacturing it using the required materials 
with a predetermined size and structure. The main technical problem 
is forming a hydrosol out of the nanoparticles in the beam since the 
vast majority of liquids have a vapor pressure that is incompatible 
with UHV operation.
 Various methods for depositing gas-phase nanoparticles into 
liquids have been tested, including the use of very-low-vapor-
pressure ionic liquids [86, 87]. The most versatile method, developed 
at the University of Leicester [19, 88], is illustrated in Fig. 2.21. A 
UHV nanoparticle source (in this case a sputter gas aggregation 
source) produces preformed nanoparticles that are deposited onto 
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a substrate maintained at 77 K. Simultaneously a molecular beam of 
water is injected from outside the vacuum and directed onto the same 
substrate, thus forming an ice layer embedding the nanoparticles. The 
vapor pressure of ice at 77 K is in the range 10–12–10–14 mbar [89]; 
thus the film does not contaminate the UHV environment in the rest 
of the source. When the sample is finished the deposition chamber 
can be valved off and vented, and the sample is collected by allowing 
the ice to melt and collecting the water containing nanoparticles. 
Stable suspensions can be produced by adding a suitable ligand to 
the collected water [19]. Note the similarity between this method 
and Fig. 2.1, in which the matrix was a metal. It is essentially the 
same technique, except the solid matrix in this case is ice at 77 K. In 
principle the method could work with any liquid as long as it was 
maintained at a temperature at which its vapor pressure is in the 
UHV range.

Figure 2.21 Synthesis of a nanoparticle suspension by codepositing 
preformed gas-phase nanoparticles and a molecular beam of 
water onto a common substrate maintained at 77 K. The vapor 
pressure of the ice at 77 K is in the range 10–12–10–14 mbar 
[89]. Reproduced with permission from Ref. [19].

 The ice layer is formed under conditions where it will be 
amorphous, and Fig. 2.22 shows the results of molecular dynamics 
modeling of Au nanoparticles impacting an amorphous ice layer. 
The velocity of the particles produced by a sputter gas aggregation 
source is not precisely known but has an upper limit of around 400 
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ms–1 [19]. It is evident that the penetration depth increases with 
nanoparticle velocity, but even the fastest particles are not fully 
embedded, indicating that nanoparticle agglomeration is unlikely 
during the deposition phase. In addition the nanoparticles suffer 
only minimal distortion upon impact.

Figure 2.22 Molecular dynamics simulations of 5 nm diameter Au 
nanoparticles incident at the velocities shown, coming to rest 
on the amorphous ice substrate. Even the fastest particles 
(which represent the upper limit of possible velocities) show 
little damage and less than a particle diameter penetration into 
the substrate. Reproduced with permission from Ref. [19].

 The method was used to deposit Fe nanoparticles directly into 
water without a protective shell, thus allowing the particles to oxidize 
naturally. Figure 2.23a shows bright-field (BF) transmission electron 
microscopy (TEM) images of Fe nanoparticles deposited onto carbon 
in UHV conditions and exposed to air, and in comparison Fig. 2.23c 
is an image of nanoparticles deposited into water in UHV conditions 
and extracted and dried. It is clear from the high-resolution images 
of individual nanoparticles from these samples (Fig. 2.23b and  
Fig. 2.23d) that in both cases the oxide is restricted to a 2 nm thick 
shell around the nanoparticles, which have a typical size of 10 nm. 
These nanoparticles were shown to have an exceptionally high value 
of the specific absorption rate of an applied ~100 kHz alternating 
current (AC) magnetic field [19], indicating that they would be 
particularly suited to magnetic nanoparticle hyperthermia treatment 
of tumors. The high performance is due to the large proportion of 
pure metallic Fe within each nanoparticle with a magnetic moment 
per atom much higher than the oxides. It is likely that the Fe oxide 
shell will render the nanoparticles biocompatible, though so far no 
toxicity tests have been done with this ferrofluid. It was also shown 
that suspensions of core-shell nanoparticles could also be produced 
by the method.
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Figure 2.23 (a and b) BF-STEM images of Fe nanoparticles extracted from 
water with dimercapto-succinic acid and dried on a TEM 
grid, with each showing a pure Fe core, a thin oxide shell, and 
a thicker surfactant shell. (c and d) BF-STEM images of Fe 
nanoparticles deposited in vacuum directly onto TEM grids, 
allowing higher resolution. The same core-shell Fe@Fe oxide 
structure is observed, and a lattice spacing corresponding 
to bulk bcc Fe is visible in the core. Abbreviation: STEM, 
scanning transmission electron microscopy. 
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Magnetic nanoparticle assemblies are difficult systems to model due 
to the interplay between intrinsic and collective effects. The first ones 
are associated with the magnetic properties of an individual particle 
and require considering the atomic spins of the magnetic ions, their 
mutual exchange interactions, and magnetocrytalline anisotropy. 
Due to its finite size, an individual particle has magnetic properties 
different from the bulk counterpart material. Moreover, the high 
proportion of surface spins with reduced coordination influences the 
equilibrium magnetic configuration of an individual particle, with 
spin noncollinearities being a consequence of the distinct surface 
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anisotropy. The collective effects have to do with interactions among 
the nanoparticles in an ensemble, such as long-range dipole–dipole 
interactions, and can be tackled more easily by considering each 
nanoparticle as one effective spin having the magnitude of the total 
magnization of the particle. Therefore, at this level of description, 
nanoparticle ensembles can be modeled by a collection of macrospins 
having their own anisotropy axes and interacting through dipolar 
interactions, neglecting their internal structure, which in turn is 
equivalent to assuming that the interactomic exchange coupling 
is strong enough to keep atomic magnetic ions aligned along 
the global magnetization direction. Whereas in atomic magnetic 
materials the exchange interaction usually dominates over dipolar 
interactions, the opposite happens in many nanoscale particle or 
clustered magnetic systems, for which interparticle interactions 
are mainly of dipolar origin. Therefore, one-spin (OSP) models 
should, in principle, provide a correct description of noninteracting 
systems and, to a first approximation, be valid also to account for 
the main features observed in more concentrated samples where 
interactions cannot be neglected. It has been shown also recently 
[17, 54] that spin noncollinearities due to surface anisotropy can 
even be incorporated within the OSP approach if an effective cubic 
anisotropy term is added to the original uniaxial anisotropy energy. 
However, incorporation of dipolar interactions along these lines 
does not seem feasible within the present theoretical frameworks.
 While we have a valid theoretical framework to compute 
equilibrium magnetic properties for noninteracting systems (such 
as thermal dependence M(T), isothermal field dependence M(H), 
and low-temperature configurations), analytically or numerically 
within the scope of OSP models [19] models including dipolar 
interactions can only compute these quantities using perturbative 
thermodynamic theory and, even so, anaytical expressions can 
only be obtained under certain limits and approximations. In 
contrast, dynamic properties [such as hysteresis loops, field-cooled–
zero-field-cooled (FC-ZFC) processes, susceptibility, or magnetic 
relaxation] are nonequilibrium phenomena for which a unique 
theoretical framework covering the wide range of time scales 
involved is not available, even for noninteracting systems. Therefore, 
most studies on dynamics revert to numerical simulations of 
ensembles of macrospins [3, 14, 15, 18, 26, 46, 50, 52] based on  



93

Monte Carlo (MC) methods, since simulations based on the Landau–
Lifschitz equation cannot access the long time scales involved  in 
these phenomena.
 The main difficulty in modeling the long-time dynamics of 
magnetic nanoparticle ensembles is the calculation of the relaxation 
rates between metastable states as they depend on the energy 
barriers that have to be overcome by thermal fluctuations and, 
consequently, they depend on the orientation of the nanoparticle 
easy axis with respect to the field axis. At the same time, the 
presence of interparticle interactions modifies in a complex 
manner the energy landscape due to the long-range character of the 
dipolar interactions, and several escape paths out of a metastable 
minimum may coexist. Therefore, in general, the energy barriers 
responsible for the thermal relaxation of the nanoparticle ensemble 
toward equilibrium cannot be computed analytically and numerical 
simulations have to be used.
 While dilute systems are well understood, experimental results 
for dense systems are still a matter of controversy. Some of their 
peculiar magnetic properties have been attributed to dipolar 
interactions, although many of the issues are still controversial. 
Different experimental results measuring the same physical 
quantities give contradictory results, and theoretical explanations 
are many times inconclusive or unclear. In the following section, we 
briefly outline some of the issues that are still under debate:

 1. The complexity of dipolar interactions and the frustration 
provided by the randomness in particle positions and ani-
sotropy axes directions present in highly concentrated fer-
rofluids seem enough ingredients to create a collective glassy 
dynamics in these kinds of systems. Experiments probing the 
relaxation of the thermoremanent magnetization [23, 24, 35]  
have evidenced magnetic aging. Studies of the dynamic 
and nonlinear susceptibilities [10, 24, 27] have also found 
evidence of a critical behavior typical of spin-glass-like freez-
ing. All these studies have attributed this collective spin-glass 
behavior to dipolar interactions, although surface exchange 
may also be at the origin of this phenomenon. However, MC 
simulations of a system of interacting monodomain particles 
[18] show that, while the dependence of ZFC/FC curves on 
interaction and cooling rates are reminiscent of a spin-glass 
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transition at TB, the relaxational behavior is not in accordance 
with the picture of cooperative freezing.

 2. It is still not clear what the dependence of the blocking 
temperature and remanent magnetization with 
concentration, ε, in ferrofluids is. While most experiments  
[6, 7, 11, 13, 16, 18, 32, 42] find an increase of TB and a 
decrease of MR with ε, others [38, 39] observe the contrary 
variation in similar systems.

 3. The dependence of the effective energy barriers with 
concentration is unclear. While theoretical studies by the 
group of Dormann [11, 12] and experimental results by Luis 
[31] on Co clusters predict an increase of the barriers for 
magnetization reversal, Mørup [39] et al. argue for a reduction 
of TB with ε.

 4. Although magnetic hysteresis is usually reported in 
experimental studies of nanoparticle ensembles for a wide 
range of sizes and concentrations and varied compositions, 
a general theoretical framework able to account for the 
observed phenomenology is still lacking. However, we can 
say that, in general, for disordered systems, the dipolar 
interaction diminishes the coercive field and decreases the 
remanent magnetization [6, 16]. 

 In this contribution, we will review of our works on the time 
dependence of magnetization in nanoparticle systems, starting from 
noninteracting systems, presenting a general theoretical framework 
for the analysis of relaxation curves, which is based on the so-called 
scaling method. We will detail the basics and explain its range of 
validity, showing also its application in experimental measurements 
of magnetic relaxation. We will also discuss how it can be applied to 
determine the energy barrier distributions responsible for relaxation. 
Next, we will show how the proposed methodology can be extended 
to include dipolar interactions between nanoparticles. A thorough 
introduction of the method will be presented and exemplified 
for a 1D chain of interacting spins, with emphasis on showing the 
microscopic origin of the observed macroscopic time dependence of 
the magnetization. Experimental application examples will be given, 
showing that the validity of the method is not limited to a 1D case.
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3.1 Magnetic Relaxation in Noninteracting 
Nanoparticle Ensembles

Let us consider a general magnetic system, not necessarily a system of 
small particles. We will only assume that, whatever is the underlying 
microscopic model used to describe it, it can be thought in terms 
of effective energy barriers that separate the metastable states of 
the appropriate degrees of freedom of the constituents. Therefore, 
we will be thinking now of a magnetic system as a collection of 
energy barriers E that can be characterized by a certain distribution 
function f(E), which contains the specific composition of the system. 
We are interested in the time dependence of the order parameter 
m(t), which we will call magnetization thinking in applications to 
small-particle systems. In particular, in single-domain particles and 
granular materials, the energy barriers due to anisotropy are, in 
principle, proportional to the volume of the particle or grain. In this 
case, f(E) reflects the scattering of particle volumes or anisotropy 
constants. It should be noted that using a distribution of energies or of 
relaxation times is better and more general than using a distribution 
of volumes or particle sizes, since in this way no assumption about 
the relation between these parameters has to be made.
 The decay of the magnetization of a distribution of single-domain 
particles is given by the relaxation law 

 m t dE f E e( ) ( )
/ ( )=

•
-Ú

0

t Et   (3.1)

where f(E) is the distribution function of energy barriers that have 
to be overcome by thermal fluctuations in order to change the 
equilibrium magnetization direction of the particles. The exponential 
factor is the classical Boltzmann probability for a particle to change 
its equilibrium magnetization value, and τ(E) is the relaxation time 
used in Neél’s theory [40], given by 

 τ(E) = τ0eE/kBT (3.2)

where 1/τ0 is an attempt frequency of the order 108 – 1012 s–1, kB the 
Boltzmann constant, and T the temperature.
 Let us introduce the function p(t, E) defined by 

 p(t, E) = e–(t/τ0)exp(–E/kBT) (3.3)
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 Taking into account that p(t, E), for a given time t, varies abruptly 
from 0 to 1, as the energy barrier E increases, the usual simplification 
[51] consists on approximating p(t, E) by a step function whose 
discontinuity EC(t) moves to higher values of E as time elapses. 
As a consequence, the integral is cut off at the lower limit by the 
value of EC(t), which is the only time-dependent parameter, and the 
expression 3.1 is approximated by [28] 

 m t dE f E
E t

( ) ( )
( )
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 EC(t) corresponds to the energy barrier value for which the 
function p(t, E) has the inflection point and is given by 
 E k T t

c B
= ln( / )t

0
. (3.5)

 From Eq. 3.4, we conclude that the remanent magnetization M(t) 
obtained after integration over the energy barriers E is a function 
of the parameter EC(t) = kBT ln(t/τ0). The existence of this scaling 
variable implies that measuring the magnetization as a function 
of temperature at a given time is equivalent to measuring the 
magnetization as a function of ln(t) at a fixed temperature. This 
time–temperature correspondence is characteristic of activated 
processes governed by the Arrhenius law.
 Moreover, in [21] we demostrated that the logarithmic relaxation 

rate S t
M

( )
( )

= ∂
∂

(t)

ln(t)
 (also called magnetic viscosity) is related to the 

energy barrier distribution through the expression 

 S t k Tf E S S( ) ( )( ),
( ) ( )= + + +

B c 1
1 2

  (3.6)

where S(n) is proportional to (kBT/σ)n, σ being the characteristic 
width of the energy barrier distribution. Therefore, at low enough 
temperatures, the corrections introduced by the S(n) terms can be 
neglected and the magnetic viscosity becomes directly proportional 
to the distribution of energy barriers.
 Magnetic relaxation experiments are limited to a range of at most 
four decades in time, but during this range of times the magnetization 
of most physical systems only varies in a small percentage of the 
initial value, so the range of energy barriers explored during the 
experiment is limited to a small fraction of the real distribution f(E). 
This is so because of the spread of the physical properties of the 



97Magnetic Relaxation in Noninteracting Nanoparticle Ensembles

systems and the exponential variation of the relaxation times with 
the energy. So, it would be interesting to find a method to extend 
the experimental relaxation curves to much longer times without 
having to perform impossibly long measurements. This is what the 
phenomenological T ln(t/τ0) scaling pretends.
 The method relies on the fact that under certain conditions there 
is a natural scaling variable in the relaxation law that relates temporal 
to temperature scales, thus making it possible to deduce relaxation 
curves at long times and a given temperature from the knowledge 
of the short time relaxations at different higher temperatures. The 
idea ressembles that found in earlier works by Préjean et al. in the 
context of relaxation in spin glasses at the beginning of the 1980s 
[44]. 

Figure 3.1 Illustration of the origin of the T ln(t/τ0) scaling for relaxation 
curves at different T. (a) Relaxations curves at different T (the 
lowest T is for the uppermost curve) in a logarithmic time scale, 
as measured in an experiment. (b) Details of low, medium, and 
high T curves. The dashed lines correspond to logarithmic time 
dependence; departures from this law are clearly seen at low 
and high T. (c) Diagram showing the fraction of energy barriers 
that contribute to the relaxation curves in (b).
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 In order to illustrate its origin, let us start from a real experimental 
example. Let us consider a set of relaxation curves measured at 
different temperatures, as the ones displayed in Fig. 3.1a. At first 
glance, they all seem to follow a logarithmic law. One is even tempted 
to make linear fits, which probably would be accurate enough, and 
that is what is usually done in the literature [49]. But let us make 
a closer inspection of every particular curve. In Fig. 3.1b we have 
selected low, intermediate, and high temperature curves and plotted 
them separately. It can be clearly seen that only at intermediate 
temperatures the curves are straight lines corresponding to 
a logarithmic law but that, at high and low T, they are curved 
downward and upward, respectively, showing a clear deviation from 
a logarithmic law.
  In order to understand this change of curvature, let us notice 
that during the time of the experiment only a small fraction of all the 
energy barriers of the system is sampled. Moreover, this fraction is 
not the same at different temperatures. The typical energy barriers 
explored during the measuring time of the experiment, tm, are of 
the order of Em = T ln(tm/τ0) and therefore, proportional to the 
temperature. So that relaxation curves at different temperatures are 
not directly comparable, because they collect results from different 
portions of the energy barrier distribution of the system. As Fig. 3.1c 
illustrates, the low-temperature curve samples the low-energy part 
of the energy barrier distribution f(E), at intermediate temperatures  
the mean energy barriers are explored, and at high temperatures the 
high-energy part of f(E) is sampled. Moreover, this explains why only 
relaxations at intermediate temperatures are logarithmic, since, in 
this range, the fraction of barriers explored are near the maximum 
of the distribution where f(E) is almost flat. The curvature of the 
relaxation curves is, therefore, directly related to the curvature of 
the energy distribution. This clearly indicates that, even though 
all the measurements have been performed during the same time 
window, the energy barriers responsible for the relaxation are not 
the same at every temperature.
 To verify the validity of the T ln(t/τ0) scaling law in real small-
particle systems, a sample was cooled from above the blocking 
to the measurement temperature under a magnetic field, the 
magnetic relaxation was measured after switching off the field and 
subsequently analyzed within the scope of the scaling hypothesis 
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[28]. According to the scaling hypothesis discussed previously, all 
the different curves corresponding to different temperatures should 
scale onto one single master curve when plotted as a function of the 
scaling variable T ln(t/τ0). In order to verify the validity of this model, 
we tried to scale the relaxation data of the referred samples. The 
procedure used for this purpose consists of plotting the relaxation 
curves in an M vs ln(t) plot and trying to connect each of them 
continuously with the adjoining curves corresponding to the nearest 
measured temperatures. To do that, we shifted the experimental 
curves in the T ln(t) axis by an amount equal to T ln(τ0), where τ0 
is a characteristic time that governs the relaxation processes on an 
atomic scale. τ0 is the same for all the measured temperatures, and it 
was chosen to be the best in bringing all the curves into one. 

Figure 3.2 (Left) Master curve obtained by T ln(t/τ0) scaling of the 
relaxation curves for a ferrofluid composed of FeC particles 
[28]. The figure shows reduced magnetization as a function 
of the scaling variable. The corresponding temperatures are 
indicated above the corresponding interval. The solid line 
is the theoretical curve calculated by using Eq. 3.1. (Right) 
Numerical derivative of the master curve with respect to the 
scaling variable (open circles) and the energy distribution 
functions as obtained by fitting the master relaxation curve 
to the expression (3.1), assuming a single logarithmic-normal 
distribution (dashed curve) and two logarithmic-normal 
distributions. The differential of the thermoremanence relative 
to the saturation magnetization versus the temperature is also 
shown in full circles for comparison. 

 In Fig. 3.2 the results of this scaling are shown. One of the 
most interesting aspects of these results is that, in fact, measuring 
the relaxation at a given temperature is completely equivalent to 
measuring it at a different temperature but shifting the observation 
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time window according to the law T ln(t/τ0). In this sense, the method 
enables us to obtain the relaxation curve at a certain temperature, 
in a time range that is not experimentally accessible, by simply 
rescaling the T ln(t/τ0) axis by this temperature. In this particular 
example, we can obtain the relaxation curve at the lowest measured 
temperature of 1.8 K at a time as large as 10119 s, which is obviously 
inaccessible experimentally. For sample 1, where the highest 
temperature that we have measured was 37 K, we are observing 
the relaxation curve corresponding to 2 K at a time as large as 
10173 s. According to the expression 3.6, viscosity is a function of 
the scaling variable T ln(t/τ0) and it is proportional to T. So, if we 
plot S/T as a function of T ln(t/τ0) at low enough temperatures, 
the resulting curve will be the energy distribution function of the 
sample. As it has already been mentioned, it is not possible to obtain 
an experimental relaxation curve covering enough time decades 
to map the whole energy barrier distribution at any temperature. 
However, the master curve can be used to obtain the relaxation curve 
at the lowest-measured temperature extrapolated to experimentally 
inaccessible times. We have obtained S by making the numerical 
derivative of the master curve. The results are shown in Fig. 3.2, 
where we also show the derivative of the thermoremanence relative 
to the saturation magnetization versus the temperature (dMr/dT) 
[29], which is known to be proportional to the distribution function 
of blocking temperatures [7] and consequently to the distribution 
function of energy barriers. The results obtained by the two methods 
are in very good agreement.
 One way to check the self-consistency of the method is to compare 
f(E) as obtained from the viscosity with the one obtained by fitting 
the master relaxation curve to Eq. 3.1, assuming only a logarithmic-
linear distribution of energy barriers. The resulting distribution 
function is shown in Fig. 3.2 in dashed lines.

3.2 Models of Interacting 1D Chains of 
Nanoparticles

To study the effect of long-range interactions on the dynamics of 
spin systems, we will start with the simplest model capturing the 
essential physics of the problem. Let us consider a linear chain of N 
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Heisenberg spins Si  (i = 1, …, N), each one representing a monodomain 
particle with magnetic moment μi = μSi. As indicated in Fig. 3.3, each 
spin has uniaxial anisotropy pointing along the direction  n̂i, which 
may be the same for all and is oriented at random, and anisotropy 
constants, Ki, distributed according to a distribution function f(K). 
An external magnetic field H may act on all the spins with the same 
value and point along the direction perpendicular to the chain. For 
simplicity, we will consider that particles have no internal structure, 
so the only interaction taken into account will be the dipolar long-
range interaction. The corresponding Hamiltonian is therefore
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where g = m0
2/4pa3 characterizes the strength of the dipolar energy, 

rij is the distance separating spins i and j, a is the lattice spacing, here 
chosen as 1. 

 

S
n

Figure 3.3 1D chain of spins Si with random anisotropy directions ni. 

 We will consider systems with either uniform anisotropy Ki = K0 
= 1 or with a log-normal distribution of anisotropies, f(K), of width 
σ and centered at K0 = 1. We will also study the effect of the random 
orientation of the anisotropy axis ni and compare this case with the 
case of aligned particles. Moreover, two different spin models will be 
considered: 

 a. Model I Spins in the same (x − z) plane with ji = 0 
characterized only by the angle qi (see Fig. 3.4a). 

 b. Model II Spins with 3 dimensional orientations characterized 
by the spherical angles qi, ji (see Fig. 3.4b). 

 Besides the dimensionality of the spin vector, the difference 
between the two models lies in the fact that for Model I it is possible 
to write down an algorithm to find the exact values of the minima 
of the energy function and the energy barriers, whereas for Model 

Models of Interacting 1D Chains of Nanoparticles



102 Time-Dependent Phenomena in Nanoparticle Assemblies

II this becomes extremely difficult since a new degree of freedom 
comes into play. 

θ

i
ϕ

iθ i(b)(a)

Figure 3.4 The two 1D models considered. (a) Model I: 1D chain of planar 
spins. (b) Model II: 1D chain of 3D spins.

 We will consider periodic boundary conditions along the chain, 
so the restriction 

 S1 = SN (3.8)

will be imposed in the simulations. In this way, we get rid of the 
possibility of spin reversal at the boundaries of the system because 
of the reduced coordination there. For this kind of boundary 
condition, the evaluation of dipolar fields for two dimensional or 
three dimensional spins would require replicating the system with 
several identical copies to minimize the rounding-off errors caused 
by the finite size of the system, but for our 1D model this will not be 
necessary.
 The effect of dipolar interaction can be more easily understood if 
we define the dipolar fields acting on each spin i (see Fig. 3.5) 
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and so, by rewriting the dipolar energy as 
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the total energy of the system can be expressed in the simpler form 
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Figure 3.5 Definition of the dipolar field Hdip
ij   generated by the spin Sj on 

the spin Si.

 Now, the system can be thought as an ensemble of noninteracting 
spins feeling an effective field which is the sum of an external and a 
locally changing dipolar field H H H

i

eff

i

dip= + . Note now that the first 
term in (3.9) is a demagnetizing term since it is minimized when the 
spins are antiparallel, while the second one tends to align the spins 
parallel and along the direction of the chain. For systems of aligned 
Ising spins only the first term is nonzero and, consequently, the 
dipolar field tends to induce antiferromagnetic (AF) order along the 
direction of the chain (the ground-state configuration for this case).  
However, for Heisenberg or planar spins, the competition between 
the two terms give rise to frustrating interactions, which can 
induce other equilibrium configuration, depending on the interplay 
between anisotropy and dipolar energies. 

3.3 Computational Details

3.3.1 Calculation of Dipolar Energies

The long-range character of dipolar interactions, due to the 
double sum over N in (3.9), makes the energy computation in the 
standard MC algorithm extremely costly in central processing unit 
(CPU) time in comparison with other local energy terms. So one is 
forced to find some way to reduce the time spent in the calculation 
of dipolar energy. The first thing one can think of is to cut off the 
interaction range to a sufficiently large (but still small, let us say 10)  
number of neighbors, with the hope that the contribution of the 

Computational Details
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furthest spins will be negligible. But it turns out that, even in 1D, 

sums of the kind 1

1

/n
n

a

=

•

Â  are very poorly convergent so that 

truncation may result in considerable rounding-off errors and also 
to the formation of artificial surface charges or magnetic poles at the 
truncation distance, which lead to nonphysical solutions.
 Another strategy is to keep the exact calculation but to find an 
algorithm that avoids, in some way, the longest part of the calculation, 
that is, the evaluation of the double sum in (3.2) at every MC trial 
jump. Our algorithmic implementation for the calculation of dipolar 
energies is based on the following considerations: 

 1. Let us first note that it is not necessary to recalculate the 
dipolar energy each time a spin flip attempt is tried during the 
MC procedure. By rewriting the dipolar energy as 
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  that represents the dipolar interaction between spins i and j, 
these quantities can be calculated before starting the MC part 
of the program and stored in an array for later use, as they 
only depend on the position of the spins along the chain and 
not on the particular spin value.

 2. With these quantities at hand, it is more convenient to work 
with the dipolar fields as they are can be simply written as 
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  The dipolar fields may be calculated once for the initial spin 
configuration before entering the MC part of the simulation 
and stored in an array.

 3. Therefore, in the MC algorithm, the dipolar energy of a spin 
can be calculated simply by multiplying the stored dipolar 
field by the value of the spin as 

  
dip i dip

i i

.= - ◊S H  (3.15)
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 4. Finally, let us note that, only if the trial jump is accepted, the 
dipolar fields have to be updated by a specific subroutine as 

	  H H S S
dip

new

dip

old

ij j

old

j

new

i i

= - - =W i N( )( , ..., )1  (3.16)

  where Sj is the spin that has been changed. This requires only 
N evaluations instead of the double N sum involved in the 
calculation of the dipolar energy. This strategy is particularly 
efficient at low temperatures, when the acceptance rate can 
be very low. 

 Note that this implementation of the calculation of dipolar 
energies is not limited to 1D systems. It can be applied to spin 
systems in two or three dimensions and independently of their 
spatial arrangement in the nodes of a regular lattice or in random 
positions in space as long as they remain fixed in space.

3.3.2 The Monte Carlo Algorithm

In MC simulations of continuous spins, special care has to be taken 
in the way the attempt jumps are done and in the way the energy 
difference ΔE appearing in the Boltzmann probability is calculated. 
There are mainly two choices for the dynamics of the MC procedure, 
independent of the way the attempt jumps are done: (a) Either ΔE 
is directly calculated as the energy difference between the old Sold 
and the attempted Snew values of the spin, or (b) ΔE is chosen as the 
energy barrier that separates Sold and Snew (see Fig. 3.6). Note that 
the second choice gives ΔE’s that are higher than in the first if there 
is an energy maximum separating the two states. 
 Each of the two models previously considered is suited to probe 
these two different choices: 

 1. In Model I, the energy minima and the barriers separating 
them can be explicitly calculated since, in this case, there is 
only one degree of freedom for each spin and its energy can 
be written as in the Stoner–Wohlfarth particle model 

  E K H
i i i i i

eff

i

h

i
= - - - -Cos Cos( ),

2
( )q y q q  (3.17) 

  with an effective field which is the sum of the external and 
dipolar fields. Although the energy barriers cannot be 
analytically calculated for all the values of yi and qi

h, it is not 

Computational Details
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difficult to build up an algorithm that finds the minima and 
maxima of the energy function (3.3.2) and their respective 
energies. Thus, we can build an MC algorithm that considers 
trial jumps only between orientations corresponding to 
energy minima randomly chosen with equal probabilities. In 
this case, the ΔE in the transition probability are always to one 
of the actual energy barriers of the system.

 2. In Model II, the 3D character of the spins and the dipolar field 
makes it difficult to devise an efficient algorithm to find the 
energy minima. Then, the trial jump must be done in this case 
to a random orientation inside a cone of aperture dq around 
the current spin direction. 

newθold

Eb ∆ E

θ

Figure 3.6 Different choices of ΔE for the transition probability.

 Of course, when the MC simulation is used to simulate the 
evolution in time, the link between the computer artificial MC 
step and real time will depend on how the ΔE is computed, but it 
is well known that in either case, only in some specific situations  
[37, 41], this correspondence can be established. 

3.3.3 Dipolar Fields in 1D

 • In a 1D chain of Ising spins with directions perpendicular 
to the line joining the spins, the ground state is AF, giving an 
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energy E g a
dip

AF = - /
3  for n.n spins. For spins pointing along 

the chain direction, the ground state is ferromagnetic (FM), 
giving now an energy E g a

dip

FM = - 2
3

/  for n.n. spins. 
 • The local field felt by spins in a FM chain is 

  H g g
dip

FM = - = -2 3 2 4041z( ) .  (3.18)

  where ζ(s) is Riemann’s zeta function [1]. While if the spins 
are AF ordered the dipolar fields are 

 H g
n

g
dip

AF

n

n

= ± - = =
=

•

Â2
1 3

2
3 1 8031

3

1

 z( ) . .  (3.19)

 If the spins point along the chain, these values are doubled. 

3.4 Effective Energy Barrier Distributions

Before starting to simulate the time dependence of magnetization, 
we will study first the influence of dipolar interactions on the energy 
distribution. With this purpose, in this section we will compute 
the distribution of energy barriers of interacting systems with 
distributed properties in a way similar to what we did when the 
effect of an homogeneous external magnetic field was considered 
[22]. As in that case, we can expect that the dipolar fields acting 
on each particle will modify the energy barrier distribution in the 
absence of interactions. But now, since the local dipolar fields may 
vary depending on the spin configuration, the effective distributions 
will be different from those for a homogeneous magnetic field. We 
will concentrate on Model I, since in this case the energy barriers 
can be computed exactly and can be compared to those extracted 
from relaxation curves. Moreover, we will consider a system with a 
log-normal distribution (σ = 0.5) of anisotropies f(K) and random 
anisotropy axes.

 • Let us first consider the case of a FM chain of spins pointing 
along the positive y axis (qi = 0). In Fig. 3.7 (left panel), we 
present the calculated energy barrier distributions for several 
values of the dipolar interaction g and compare them with that 
for the noninteracting case g = 0. The distributions have been 
obtained from histograms for a system with 40,000 particles 
and normalized to the total area of the distribution.

Effective Energy Barrier Distributions
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Figure 3.7 Energy barrier distributions f(Eb) for a system with log-normal 

distribution of anisotropy constants (σ = 0.5) and random 
anisotropy axes directions. (Left) spins pointing toward the 
positive y direction. (Right) Spin configuration achieved after 
an equilibration at T = 0 in which spins have been replaced 
iteratively toward the nearest energy minimum direction 
starting from an initial FM configuration.

  In this case, the local dipolar fields on all the spins are exactly 
the same since periodic boundaries are assumed at the ends 
of the 1D chain. The dipolar field is given in this case by 
H g y

dip

FM

i

= - 2 3z( ) .
  The existence of one or two energy minima 

and the height of the energy barriers is ruled by the ratio of 
the dipolar to anisotropy energies, since the reduced field 
reads now 

   h g
Kdip

FM

i
i

=z( ) .3  (3.20)

  Therefore, particles with h h
dip ci i

i

< ( )j  have two energy 
minima, while the rest will have only one.

  For small g (= 0.1) there are slight changes on the f(Eb)with 
respect to the noninteracting case. As it was the case for an 
external homogeneous field, the dipolar fields shift the peak 
of the distribution, while its shape is undisturbed. However, 
when increasing g, the smallest energy barriers of particles 
having the smallest K start to disappear. This leads to the 
appearance of a peak at zero energy, an increase in the number 
of low energy barriers due to the reduction by the field, and to 
the appearance of a longer tail at high energies. As the dipolar 
interaction is increased further (g = 0.3, 0.4) the original peak 
around Eb ≃ 1 is progressively suppressed as more barriers 
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are destroyed, and a secondary distribution peaked at high 
energies appears due to the existence of barriers against 
rotations out of the field direction. 

 • The previously analyzed configuration is highly metastable 
even at T = 0 since, in general, the spin orientations are 
not along the energy minima. If a strong external field was 
applied to align the particles, they would instantaneously 
reorientate their magnetizations so that they lie along the 
nearest minimum. This accommodation process occurs in a 
time scale of the order of τ0, much shorter than the thermal 
overbarrier relaxation times τ. Therefore, in real experiments 
probing magnetization at time scales of the order of 1−10 
seconds (i.e., SQUID magnetometry), this will not be observed. 
In order to get rid of this ultrafast relaxation during the 
first instants of the simulations, we submit the system to a 
previous equilibration process at T = 0, during which the spins 
are consecutively placed in the nearest energy minima. Since 
the dipolar field after each of this movement changes on all 
the spins, the energy minima positions change continuously, 
but after a certain number of MC simulations, the total 
magnetization changes become negligible and the system 
reaches a final equilibrated state. The effective energy barrier 
distributions after equilibration are displayed in the right 
panel of Fig. 3.7. As we see, the high energy peaks observed in 
the FM configuration disappear almost completely after this 
process, indicating that they were due to the “misplacement” 
of the spins away from the local nearest minima. 

3.5 Relaxation Curves: T ln(t/τ0) Scaling with 
Interactions

Here we would like to answer the following questions. How is 
the relaxation rate affected by dipolar interactions between the 
particles? And is T ln(t/τ0) scaling still accomplished, even though 
the energy barrier landscape changes as time elapses in this case? If 
so, what is the meaning of the effective energy barrier distribution 
derived from the scaled relaxation curves? 

Relaxation Curves
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3.5.1 Simulations of the Time Dependence of 
Magnetization

Let us start with the simple case of a system with an anisotropy 
distribution f(K) and anisotropy axes distributed at random. As 
already mentioned in the previous section, if the system is initially 
prepared with all spins aligned in the field direction, the spins relax 
to the nearest minimum within a time of the order of τ0 that is not 
usually accessible in most relaxation experiments. Therefore, the 
simulated relaxation will not be exactly as in typical experiments 
measuring the variation of the magnetization after saturation in a 
strong magnetic field. 
 We will run the simulations starting from the equilibrated states 
achieved by the previously described procedure. At nonzero T, 
thermal fluctuations will drive the system toward the equilibrium 
state, which for aligned particles would be AF. For a disordered 
system, however, the equilibrium state will have zero net 
magnetization. The final expected configuration will have 
neighboring particles with almost parallel easy axes in the y 
direction with antiparallel spins and neighboring particles with 
almost parallel easy axes in the x direction with parallel spins.
 The relaxation curves at different temperatures and values of 
the interaction g are shown in Fig. 3.8. Temperature is measured 
in reduced units (kBT/K0), the chosen values of the interaction 
parameter range from the weak (g = 0.1) to the strong (g = 0.5) 
interaction regime. We observe that the stronger the interaction, 
the smaller the magnetization of the initial configuration due to 
increasing strength of the local dipolar fields that tend to depart 
the equilibrium directions from the direction of the anisotropy axis. 
Thus, we point out that, if one is to compare relaxation curves for 
different g at the same T, they have to be properly normalized by 
the corresponding m(0) value. As it is evidenced by the logarithmic 
time scale used in the figure, the relaxation is slowed down by the 
intrinsic frustration of the interaction and the randomness of the 
particle orientations. 
 More remarkable is the fact that the magnetization decay 
is faster the stronger the interaction is, which agrees well with 
the experimental results of Refs. [4, 9, 39] and also with other 
simulation works that model dipolar interactions by a mean field 
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Figure 3.8 Upper panels: Relaxation curves for several temperatures 
ranging from T = 0.02 (uppermost curves) to T = 0.2 (lowermost 
curves) in 0.02 steps for a system of interacting particles with 
distribution of anisotropies f(K) and random orientations. 
g is the dipolar interaction strength. The initial state for all 
of them is the one achieved after the equilibration process 
described in the text. Lower panels: Master relaxation curves 
corresponding to the relaxations shown above obtained by the 
multiplicative scaling factor T. 
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[8, 30, 33, 36]. However, at difference with these works, the quasi-
logarithmic relaxation regime is only found in our simulations in the 
strong interaction regime, for short times, and within a narrow time 
window that depends on T. This can be understood because of the 
short duration of the relaxations in other works compared to ours, 
which were extended up to 10,000 MC simulations, thus confirming 
the limitation of the logarithmic approximation to narrow time 
windows.

3.5.2 T ln(t/τ0) Scaling in the Presence of Interactions

Following the ideas exposed in Section 3.1, we will try to analyze 
the relaxation curves at different temperatures according to the 
phenomenological approach of T ln(t/τ0) scaling. The underlying 
hypothesis of the method was that the dynamics of the system can 
be described in terms of thermal activation of the Arrhenius type 
over the effective local energy barriers induced by the interaction. 
Although one could think that this assumption is only valid in 
noninteracting particle systems, we would like to stress that the  
T ln(t/τ0) scaling approach was first successfully introduced in 
studies of spin glasses [5, 43, 44]. Although it is true that dipolar 
interaction, being long ranged, changes the energy barrier landscape 
in a dynamic way during the relaxation, this does not imply that the 
low T relaxations will not scale. In fact, if this scaling is accomplished, 
it will give us information on the energy barriers that are effectively 
probed during the relaxation process, even if they keep on changing 
during the process. 
 The results of the master curves obtained from Fig. 3.8 
(upper panels) by scaling the curves along the horizontal axis by 
multiplicative factors T are presented in Fig. 3.8 (lower panels) for 
a range of temperatures covering one order of magnitude. First, we 
observe that, in all cases, there is a wide range of times for which 
overlapping is observed. Below the inflection point of the master 
curve, the overlap is better for low T curves, whereas high T curves 
overlap only at long times above the inflection point, as it was 
also in the noninteracting case. Moreover, it seems that scaling is 
accomplished over a wider range of T, the stronger the interaction 
is, whereas in the weak interaction regime, scaling is fulfilled over 
a narrower range of times and T. As we will explain later, this fact 
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is due to the different variation of the effective energy barriers, 
contributing to the relaxation in the two regimes.
  In order to see the influence of g on the relaxation laws, in Fig. 3.9, 
we have plotted together the master relaxation curves for different 
values of the interaction parameter g after smoothing and filtering 
of the curves in Fig. 3.8. We can clearly see the qualitative change in 
the relaxation law with increasing g. In the weak interaction regime  
(g = 0.1, 0.2), the magnetization decays slowly to the equilibrium with 
an inflection point around which the decay law is quasi-logarithmic. 
In the strong interaction regime, however, the relaxation curves 
have always downward curvature with no inflection point. When 
plotted in a ln(M) vs lnt/τ0 scale they are linear (see inset of Fig. 3.9), 
indicating a power-law decay of the magnetization with time, since 
the energy scale can be converted to time through the T ln(t/τ0)  
variable.
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Figure 3.9 Master relaxation curves for different values of the dipolar 

interaction strength g. (Inset) The same curves in a log-log 
plot in order to make evident the power-law behavior of the 
relaxation at high values of g.

 This power-law behavior has also been found by Ribas et al. [46] 
in a 1D model of Ising spins and by Sampaio et al. [47, 48 ] in an MC 
simulation of the time dependence of the magnetic relaxation of a 2D 

Relaxation Curves
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array of Ising spins under a reversed magnetic field. It has also been 
observed experimentally in arrays of micromagnetic dots tracked 
by focused ion beam irradiation on a Co layer with perpendicular 
anisotropy [2, 20]. 

3.6 Evolution of feff (Eb) and of Dipolar Fields

To gain some insight into what microscopic mechanisms rule the 
relaxation processes in weak and strong interaction regimes, we 
will examine how the distribution of energy barriers and the dipolar 
fields change during the relaxation process. The initial distributions 
of energy barriers have already been shown in Fig. 3.7, but since the 
starting configurations are not uniform, it is not easy to infer their 
microscopic origin. Let us notice that the distribution of dipolar 
fields does not depend on the anisotropy or easy-axis directions of 
the particles, so it is only sensitive to the spin orientations and their 
positions in the lattice. For this purpose, it turns useful to perform 
histograms of the strength of the dipolar fields felt by all the spins 
at different values of g. We show the results in Fig. 3.10, where the 
dipolar fields having a component in the negative y direction have 
been given a negative sign. This means that the local field is pointing 
in the opposite direction with respect to the original spin orientation, 
which was along the positive y axis. Therefore, the existence of 
negative dipolar fields indicates a higher probability for the spin to 
jump toward the equilibrium state.
 For weak interaction (g = 0.1), the initial f (Hdip) are strongly 
peaked at a value that is very close to the dipolar field for a 
FM configuration H

dip

FM  = –2.0411381632g, and there are very 
few negative dipolar fields. This indicates that the equilibrated 
configuration is not far from the initial FM one. In this case, since the 
dipolar fields are weak, the spins will point near the anisotropy axis 
direction since the energy minima and the energy barriers between 
them do not depart very too from the noninteracting case. This is 
also corroborated by the shape of f (Eb), which resembles that for  
g = 0.
 However, in the strong interaction regime, the local fields start 
to destroy the energy barriers of the particles with lower K, and so 
negative dipolar fields originated by the particles that have rotated 
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into the field direction are numerous. There are still positive fields, 
but now the peak due to collinear spins blurs out with increasing g 
at the same time that a second peak, centered at higher field values, 
starts to appear and finally swallows the first (see the case g = 0.5). 
This last peak tends to a value equal to H

dip

AF = 4.808 g, that would 
correspond to FM alignment along the chain.
 All these features are also supported by the distributions of dipolar 
field angles (right panel in Fig. 3.10). Now we can understand how 
the initial stages of the relaxation proceed. To gain a deeper insight 
into the microscopic evolution of the system during relaxation, 
histograms of energy barriers of intermediate configurations have 
been recorded at different MC steps. In Fig. 3.11, the time evolution 
of the energy barriers separating the occupied state of each spin from 
the other allowed state is shown for a relaxation at an intermediate 
temperature T = 0.1. In Fig. 3.11, we have also kept track of the time 
dependence of the dipolar field histograms f (Hdip).
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Figure 3.10 (Left) Initial distribution of dipolar fields for a system of 
particles equilibrated at T = 0 for different values of the 
interaction parameter g. All the magnetic moments are pointing 
along the local energy minima. (Right) Initial distribution of 
dipolar field angles for the same system. 

 These evolutions are markedly different in the two interaction 
regimes. In the weak interaction regime, the relaxation is 
dominated by anisotropy barriers, so the distributions are similar 
to the noninteracting case. As time elapses, particles with the lowest 
energy barriers relax toward a state with higher energy barriers. 
However, although during the relaxation process the energy barriers 
change locally, this change is compensated by the average over the 
anisotropy distribution and random orientations of the easy axes. 

Evolution of feff (Eb) and of Dipolar Fields
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Thus, the global f (Eb) does not change significantly as the system 
relaxes, although the final configuration is much more disordered 
than the initial one. In spite of this, the distribution of dipolar fields, 
which is more sensitive to the local changes in spin configuration, 
presents evident changes with time. As relaxation proceeds, the high 
peak of positive Hdip progressively flattens, since it corresponds to 
particles whose magnetization is not pointing along the equilibrium 
direction. Particles that have already relaxed create dipolar fields 
in the negative direction, which give rise to a subdistribution of 
negative Hdip of increasing importance as time evolves. Near the 
equilibrium state of zero magnetization, the relative contributions 
of positive and negative fields tend to be equal, since, on average, 
there are equal number of “up” and “down” pointing spins.
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Figure 3.11 Left columns: Evolution with time of the energy barrier 
histograms during the relaxation process at T = 0.1. The initial 
distribution is shown in dashed lines. Right columns: Time 
dependence of the distribution of dipolar fields during the 
relaxation process.

 In the strong interaction regime, dipolar fields are stronger than 
anisotropy fields for the majority of the particles, even at the earlier 
stages of the relaxation process. As time elapses, the number of 
small energy barriers, corresponding to the particles with smaller 
anisotropies, continuously diminishes as they are overcame by 
thermal activation. When relaxing to their equilibrium state, now 
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closer to the dipolar field direction, the particles with initially a 
small Eb give rise to higher energy barriers and also higher dipolar 
fields on their neighbors. This is reflected in the increasingly higher 
peak in the f(Eb) that practically does not relax as time elapses, 
causing the final distribution to be completely different from the 
initial one. What is more, as more particles relax, more particles feel 
an Hdip>Hanis and, therefore, higher Eb for reversal against the local 
field. This leads to faster changes in the dipolar field distribution and 
also is at the origin of the power-law character of the relaxations. 
Equilibrium is reached when f (Hdip) presents equal sharp-peaked 
contributions from negative and positive fields, since in this case 
there will be an equal number of particles with magnetizations with 
positive and negative components along the y axis. 

3.7 Effective Energy Barrier Distributions from  
T ln(t/τ0) Scaling

In Section 3.1, we described a method to obtain an effective 
distribution of energy barriers from the master curves, showing that 
they can be obtained by performing the logarithmc time derivative 
of the master curves. The resulting effective energy barrier 
distributions obtained from the master curves in Fig. 3.9 are given 
in Fig. 3.12. It is worth remembering that these are not the real-time 
evolving energy barrier distributions. Instead, they represent time-
independent distributions giving rise to the same relaxation curves 
obtained in the scaling regime. At a difference with the noninteracting 
cases analyzed in previous sections, these curves do not match the 
energy barrier distribution. The microscopic information given by 
them will be clarified in what follows. 
 For weak interaction (g = 0.1), the effective distribution of energy 
barriers has essentially the same shape as for the noninteracting 
case. However, the distribution narrows as g increases up to a value 
where almost zero barriers start to appear, and the mean effective 
barrier is shifted toward lower values of the scaling variable. In some 
sense, this resembles the situation for the noninteracting system in 
an external magnetic field, in which this shift was associated with 
the decrease of the energy barriers for rotation toward the field 
direction.

Effective Energy Barrier Distributions from  T ln(t/τ0) Scaling
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Figure 3.12 Derivatives of the master relaxation curves of Fig. 3.9 for 
different dipolar interaction strengths g.

 When entering the strong interacting regime, an increasing 
number of low energy barriers appear that finally change the shape of 
the effective distribution into a quasi-exponential dependence. This 
change in the effective distribution is of course due to the power-law 
behavior of the relaxation law in the strong g regime and, therefore, 
a genuine effect of the dipolar interaction. This striking behavior 
has important consequences on the experimental interpretation 
of relaxation curves. As we already mentioned in Section 3.1, if 
magnetic relaxation is analyzed in terms of viscosity (i.e., the slope 
of the logarithmic time dependence), it turns out that, since S ∼ T f [T 
ln(t/τ0)], an energy distribution diverging as f(E) ∼ 1/E would give a 
constant viscosity at low T that could be erroneously interpreted as 
an indication of quantum T-independent relaxation phenomenon.
 Both the change of behavior in the effective energy barrier 
distributions and the evidence of T ln(t/τ0) scaling of the relaxation 
have been observed experimentally in ensembles of Ba ferrite fine 
particles [4]. The relevance of demagnetizing interactions in this 
sample was established by means of Henkel plots at different T. 
The relaxation curves of the thermoremanent magnetization for 
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temperatures between 9 K and 230 K can be scaled when plotted 
against the T ln(t/τ0) variable with τ0=10-12 seconds (see Fig. 3.13, 
left panel). From the derivative of the master relaxation curve the 
distribution of effective energy barriers (see Fig. 3.13, right panel) 
was obtained and fitted a sum of two log-normal distributions. The 
additional low energy barrier contribution to the energy barrier 
distribution can be associated with the demagnetizing interactions, 
since the other contribution centered at higher energies can be 
ascribed to the volume and anisotropy distributions. Moreover, 
when cooling the sample in different external magnetic fields 
before the relaxation process was recorded (see Fig. 3.14), the 
authors found that, when increasing the cooling field, the effective 
distributions changed from a function with a maximum that 
extends to high energies to a narrower distribution with a peak 
at much lower-energy scales for high-cooling fields. The effective 
distribution at high HFC, which was there argued to be given by the 
intrinsic anisotropy barriers of the particles, appears shifted toward 
lower-energy values with respect to the anisotropy distribution, as 
derived from transmission electron microscopy (TEM) due to the 
demagnetizing dipolar fields generated by the almost aligned spin 
configuration induced by the HFC. 

 
Figure 3.13 (Left) panel M/M0 vs T ln(t/τ0) scaling with τ0=10-12 s for 27 

temperatures within 9 K and 230 K. The solid line represents 
the best fit of data to Eq. 3.1, considering two log-normal 
distributions of energy barriers. (Right) Energy barrier 
distributions obtained from the derivative of the experimental 
master curve with respect to the scaling variable (filled circles). 
The solid line indicates the fitted distribution, and the dashed 
lines are the two log-normal subdistributions. 

Effective Energy Barrier Distributions from  T ln(t/τ0) Scaling
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Figure 3.14 Effective energy barrier distributions obtained from relaxation 

measurements in a Ba ferrite fine-particle system after field 
cooling. The sample at 200 Oe (a), 500 Oe (b), 10 kOe (c), and 
50 kOe (d). M120 is an arbitrary normalization factor.

 As we have established that the effective energy barrier 
distributions derived from the master relaxation curves do not 
coincide with the real energy barrier distributions, now we will 
try to further clarify their meaning. To this end, we have computed 
the cumulative histograms of energy barriers that have been really 
jumped during the relaxation processes. The corresponding results 
are presented in Fig. 3.15 for systems in the weak and strong 
interaction regimes and T = 0.1, 0.2. As it is clear by comparison of 
the curves in this figure with those of Fig. 3.12, although one could 
think that the derivative of the master curves collects jumped energy 
barriers of the order of T ln(t/τ0) as time elapses, the cumulative 
histograms overcount the number of small energy barriers at all the 
studied T and g. This small energy barriers that are not seen by the 
relaxation correspond to the those jumped by the superparamagnetic 
(SP) particles.
 In fact, when the cumulative histograms are computed by 
counting only the Eb jumped by particles that have not jumped up 
to a given time t, the contribution of SP particles that have already 
relaxed to the equilibrium state is no longer taken into account. 
The histograms computed in this way are presented in Fig. 3.16. 
There, we see that when only the energy barriers jumped by the 
blocked particles are taken into account, the resulting histograms 
at advanced stages of the relaxation process tend to the effective 
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energy barriers derived from the master relaxation curves (dashed 
lines in the figure). The difference between both quantities at high 
energy values is due to the existence of very high energy barriers, 
which can only be surmounted at temperatures higher than the one 
considered here.
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Figure 3.15 Cumulative histograms of the jumped energy barriers during 
the relaxation process. All the jumped energy barriers are 
taken into account. The temperature is T = 0.1. The value of the 
interaction parameter is g = 0.1 on left panels and g = 0.4 on 
right panels. 
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Figure 3.16 Cumulative histograms of the jumped energy barriers during 
the relaxation process. Only the Eb jumped by particles that 
have not jumped up to time t are taken into account. Symbols 
correspond to T = 0.1. The dashed lines stand for the derivatives 
of the master relaxation curves shown in Fig. 3.16. The value of 
the interaction parameter is g = 0.1 on left panels and g = 0.3 
on right panels.
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3.8 Hysteresis Loops

Besides the time dependence of magnetization, it is also interesting 
to study the effects of dipolar interactions on hysteresis loops, 
since they give information about the reversal processes of the 
magnetization and are usual measurements in real samples. Since 
in this case we are not interested in how the system evolves with 
time but in finding the value of thermodynamic average of M at a 
given H, we will implement the MC dynamics by choosing Model II 
previously introduced in Section 3.3. In this way, the phase space 
is sampled more efficiently, minimizing computation and improving 
the quality of thermal averages. The studied system consists again of 
an ensemble of 10,000 randomly oriented particles with log-normal 
distribution of anisotropy constants with σ = 0.5. We start the loop 
at high enough fields with a FM configuration and subsequently 
decrease the field in constant steps δH = 0.05. At every field value, 
thermodynamic averages of the magnetization along the field 
direction are measured during a large but fixed number of MC steps. 
 In Fig. 3.17, we present simulated hysteresis loops at different 
temperatures for values of g ranging from 0.1 to 0.4. As it is apparent 
from the figures, the area of the hysteresis loops decreases with 
increasing temperature, as expected. The loops become more 
elongated with increasing interactions, resembling the ones for 
a system with frustrated interactions. The closure field becomes 
higher, and the system becomes harder as it is more difficult to reach 
saturation. 
 The thermal dependence of the coercive field Hc shown in  
Fig. 3.18 (upper panels) for different values of the interaction 
parameter g shows that, at low T, Hc decreases linearly with increasing 
T and also with increasing interactions. This observation is in 
agreement with experiments in interacting systems and simulations 
[25, 53]. However, at higher T (see the T = 0.1, 0.14 curves in the 
right panel of Fig. 3.18), Hc (g) seems to have a maximum value at 
an intermediate g value before starting to decrease for higher values 
of g. Further evidence of the influence of the frustration induced by 
dipolar interaction is given by thermal dependence of the remanent 
magnetization MR. As shown in Fig. 3.18 (lower panels), remanence 
values decrease with increasing interactions at all the considered T. 
Moreover, the thermal dependence of MR displays an inflection point 
at intermediate T values, decaying smoothly toward zero for higher 
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T and similarly to experimental results for the thermoremanent 
magnetization of FeN ferrofluids of different concentrations [34].

-4 -2 0 2 4-1

-0.5

0

0.5

1

M

-4 -2 0 2 4

-4 -2 0 2 4
H

-1

-0.5

0

0.5

1

M

-4 -2 0 2 4
H

T= 0.01 T= 0.05

T= 0.10 T= 0.14

Figure 3.17 Hysteresis loops for different values of dipolar coupling: g = 
0.1 (black), g = 0.2 (red), g = 0.3 (blue), and g = 0.4 (orange, 
discontinuous line).
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3.9 Conclusions

We have presented a review of a description of the long-time 
relaxation of the magnetization of nanoparticle ensembles on 
the basis of a phenomenological approach to their dynamics that 
focuses on effective energy barriers. The approach is based on a 
scaling property of the relaxation curves at different temperatures 
that profits from the natural link between temperature and energy 
barriers through the Arrhenius law. We have also presented a way 
to obtain microcopy energy barrier distributions from the master 
relaxation curves obtained frmo the T ln(t/τ0) scaling. A proposal 
of extension of this methodology to interacting systems has been 
presented in detail, as applied to a 1D chain of spins, which has been 
shown to be valid in spite of the fact that energy barriers keep on 
changing through the relaxation process.
 We have shown that dipolar interaction induces a faster 
relaxation of the magnetization, changing the time dependence 
of the magnetic relaxation from quasi-logarithmic to a power law 
as g increases, due to the intrinsic disorder of the system and the 
frustration induced by dipolar interactions. T ln(t/τ0) scaling of the 
relaxation curves at different T is accomplished even in the presence 
of interactions. From the obtained master curves, effective energy 
barrier distributions can be obtained, giving valuable information 
about the microscopic energy barriers and the change induced 
on them by the dipolar interaction, which cannot be directly 
obtained experimentally. As the strength of the dipolar interaction 
g increases, the effective energy barrier distribution shifts toward 
lower Eb values and becomes wider, in qualitative agreement with 
experimental results. In spite of the dynamic change of the dipolar 
fields, the energy barrier distribution does not change appreciably 
during the relaxation due to the disorder induced by randomness 
of interaction. Moreover, the results of simulations of the hysteresis 
loops display a decrease of the coercive field and remanence with 
increasing interaction in agreement with most of the experimental 
findings. The hysteresis loops of this system resemble those of 
frustrated systems, with elongated shapes and high closure fields. A 
reduction in the coercive field and the remanent magnetization with 
increasing interaction is in agreement with experimental findings.
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4.1 Introduction

The concept of elementary excitations is at the heart of condensed 
matter physics since it is related to such important issues as the 
many-body effects and the idea of broken symmetry [1]. As Anderson 
points out [2], historically the idea of elementary excitations has 
grown rather gradually, but the names of Debye (Debye phonon 
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theory) and Landau (he introduced the term) are intimately related 
with the generalization of the approach. Central to the concept of 
elementary excitations is the idea that the very important physical 
quantity is not the ground state of a system but rather the behavior of 
the lower excited states relative to the ground state [2]. These states 
are weakly excited energy levels in the sense that they are situated 
not too high above the ground state, for example, excited at relatively 
low temperatures or by weak external fields. The elementary 
excitations may be regarded to behave as “quasi-particles,” moving 
in the volume occupied by the body and having definite energies and 
momenta [3]. For example, in a solid at nonzero temperature, the 
longitudinal and transverse phonons are the elementary excitations 
corresponding to the lattice vibrations of the crystals and when 
regarded as “quasi-particles” they are propagated through the lattice 
with definite energies and directions of motion. In a ferromagnet, 
the ordered state at T = 0 is disturbed at nonzero temperatures by 
spin waves quantized as magnons quasi-particles. 
 Actually, in magnetic ordered systems, there are two kinds of 
magnetic excitations, the collective spin excitations (spin waves) and 
spin-flip particle-hole excitations (Stoner excitations). Spin waves 
have collective character, can be described using the Heisenberg 
model, and form a branch in k-ω space, which is gapless if the system 
is isotropic. The Stoner excitation is spin-dependent single-particle 
excitation and is described within a simple electronic band structure 
appropriate for itinerant-electron ferromagnets.
 Elementary excitations from the ground state may be described 
by a harmonic Hamiltonian. In Heisenberg ferromagnets these 
excitations are wavelike propagating modes, and a spin wave state 
of wave vector k may be constructed. Figure 4.1 shows schematic 
representations of spin wave modes with different k values and 
directions. The k ≠ 0 traveling waves (Fig. 4.1b,c) correspond to spin 
waves propagating parallel and perpendicular to an effective field 
direction. The direction of the phase variation of the precessing spins 
corresponds to the direction of travel. The uniform mode (Fig. 4.1a) 
may be considered of a spin wave of infinite wavelength (k = 0) and 
corresponds to the in-phase precession of all the spins throughout 
the sample. Such a precession is called the uniform or Kittel mode. 
We will now show how long-wavelength (uniform-mode), low-
frequency excitations are associated with conservation laws and 
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broken symmetry. In the absence of an external magnetic field, in a 
Heisenberg ferromagnet, the energy of the system cannot depend on 
the orientation of the spin with respect to an arbitrary axis fixed in 
space. Excitation of a spin wave of zero wave vector corresponds to 
such rotation and therefore cannot change the energy of the system. 
This result is also a consequence of the Golstone theorem, which 
states that there must be a zero frequency–zero wave number mode 
in systems with a continuous broken symmetry [5]. In the present 
case, the Hamiltonian is invariant under rotations about any axis; 
however, the ferromagnetic ground state assumes a definite value for 
Sz, and it is thus not invariant. Consequently states of zero excitation 
energy must exist; in our case, there are spin waves of k = 0 [6]. 

Figure 4.1 Schematic representation of (a) the uniform mode and spin 
waves propagating (b) parallel and (c) perpendicular to the 
effective static magnetic field direction (adapted from Ref. [4]).

 It has been suggested that the uniform mode is the primary 
mode of elementary excitations in ferromagnetic or ferrimagnetic 
nanoparticles [7–9]. Generally, for spin waves with finite k values to 
propagate in nanoparticles, quite low wavelengths (high frequencies) 

Introduction
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are required, as the wavelength λ is given by l = 2L/n, where L is the 
dimension of the particle in the direction of propagation and n is 
an integer. The spin wave with the largest finite wavelength (first 
excited spin wave level for n = 1) has a λ value of 2L, and since L 
for nanoparticles is quite reduced relative to the bulk particles, spin 
waves with quite short wavelengths (high frequencies) are required 
relative to the available long wavelengths (low frequencies) for bulk 
particles. This demands consequently a relatively larger amount 
of energy, E k Dk

n n n n
= ªw 2 2 , where D is a constant of the order of 

a few hundreds of meVÅ2 [10], to be offered to the spin system of 
the nanoparticle just to excite it to the first (n = 1) spin wave k ≠ 0 
level, which is usually not available from thermal energy sources at 
low temperatures. Thus the spin system prefers to diverge from the 
uniform mode in the form of uniform-mode excitations induced by 
thermal energy [9]. In this work we will focus on nuclear magnetic 
resonance (NMR) and Mössbauer experiments on maghemite 
(γ-Fe2O3) nanoparticles and discuss the implications of the uniform-
mode excitations induced by thermal energy on the experimental 
results. 

4.2 Magnetization Dynamics in Magnetic 
Nanoparticles

4.2.1 Superparamagnetic and Blocking States

It is well known that below a certain critical size, magnetic particles 
exhibit a single-domain structure with uniform magnetization M. In 
the absence of an applied field the magnetization is along some easy 
direction of magnetization. Néel [11] first pointed out that in these 
subdomain particles, even in the absence of an external magnetic 
field, the magnetization can be reversed by thermal fluctuations 
over the energy barrier KV (where K is the magnetic anisotropy 
constant and V the volume of the particle) between different 
directions of easy magnetization. In these single-domain particles 
the internal magnetization depends only on the orientation of the 
magnetic moment with respect to certain axes. The efficiency of 
the disorientation action of the fluctuations depends on the ratio s 
= KV/kBT of the magnetic anisotropy energy to the thermal energy 
(where kB is Boltzmann’s constant and T the temperature).
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 For an ensemble of such particles having a statistical 
distribution of magnetization orientations, thermal equilibrium 
is attained within a characteristic relaxation time τ. When τ is 
smaller than the experimental measuring time, the particles are 
called “superparamagnetic” with respect to that experiment. 
The calculation of the relaxation time τ was first considered 
by Néel [11] and later by Brown [12, 13]. They both assumed a 
ferromagnetic particle with uniaxial anisotropy where the internal 
magnetization energy is given by E = KV sin2 q, where θ is the 
angle between magnetization and the easy axis. Néel considered 
magnetostriction and demagnetization fluctuations induced by 
vibrations. Brown considered a random walk scheme for the 
magnetization direction and solved the Fokker–Plank equation. 
Brown, assuming uniform rotation of the magnetization, obtained 
for the asymptotic behavior of 1/τ for a large σ in the case of uniaxial 
anisotropy (see, e.g., [14]) 

 1 2
1 2

t
g

p
= -

Ê
ËÁ

ˆ
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Ê
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ˆ
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k T
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B

M

B

exp , (4.1)

where γ is the gyromagnetic ratio (e/mc), K is the magnetic 
anisotropy constant, VM is the volume of the magnetic core of the 
particle, and Ms is the saturation magnetization. For a comparison 
and a re-examination of the Néel–Brown model see Jones and 
Srivastava [15]. An experimental evidence of the Néel–Brown 
model of magnetization reversal on individual ferromagnetic cobalt 
nanoparticles has been recently reported [16]. A review on the 
magnetic relaxation in nanoparticles is given by Dormann et al. [17].
 For bulk ferromagnets at room temperature the ratio σ is of the 
order 1020. This means that the probability of the magnetic moment 
to overcome the barrier due to thermal fluctuations is extremely 
small, and the system is observed always in the “magnetic” state. 
For subdomain particles, the ratio σ at room temperature is not 
large and the probability of rotation of the magnetic moment due 
to thermal fluctuations becomes substantial. The relaxation time τ 
is thus quite shorter relative to the bulk case, and the system is in 
the superparamagnetic state. The transition between the magnetic 
and the superparamagnetic state is very well demonstrated 
experimentally with the use of 57Fe Mössbauer spectroscopy in 
maghemite (γ-Fe2O3) single-domain nanoparticles. In the case of 57Fe 
Mössbauer (and NMR) spectroscopy, the characteristic experimental 
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measurement time, t ≈ 10–8 seconds, is determined by the period 
of the Larmor precession of the spin of the 57Fe nuclei, under the 
influence of the hyperfine magnetic field Hhf. At low temperatures, 
magnetically split sextets appear in the 57Fe Mössbauer spectra for 
this type of single-domain nanoparticles, meaning that τ >> t and σ 
>> 1. With increasing temperature, the frequency of the hyperfine 
fluctuations increases, and when τ ≈ t, collapsing of the sextets 
occurs, which becomes complete (the Hhf vanishes) when τ << t.
 In the low-temperature magnetic state, the intrinsic motion of 
the magnetic moments originate from the regular precession of the 
magnetic moment around the easy direction of the magnetization 
(i.e., around an effective field Ha due to anisotropy) at an energy 
minimum and chaotic reorientations of the moment under the action 
of small thermal fluctuations. These motions have been termed by 
Mørup as collective magnetic excitations (Fig. 4.2) and correspond 
to the uniform-mode excitations referred to in the “Introduction” 
section [7, 8, 18].

Figure 4.2 Schematic representation of magnetic fluctuations in magnetic 
nanoparticles (adapted from Ref. [18]).

 The regular motion of magnetization relative to the effective 
field may be described using the phenomenological Landau–Lifshitz 
equation [19]
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 dM
dt

M H
M

M M H= ¥( )- ¥ ¥ÈÎ ˘̊g a g
eff eff

( ) , (4.2)

where α is the dimensionless damping constant, γ is the 
gyromagnetic ratio, and the magnetic field Heff consists of applied 
fields and the anisotropy field Ha. The first term in Eq. 4.2 describes 
the free precession of the magnetic moment around the effective 
field Heff, with the Larmor frequency wL = gHeff, while the second 
term represents the decay of this precession with a characteristic 
relaxation time τ0 = (αωL)–1. This time is then given by t0 = (agHeff)–1, 
and if the effective field is composed only from the anisotropy field 
Ha = 2K/Ms, then τ0 is given by t0 = Ms/2agK.
 In Chapter 4 we will discuss the connection of this relaxation 
time τ0 with the characteristic time τc in the NMR T2 spin–spin 
relaxation rate given in the motional narrowing regime by 1/T2 = 
Dw2 tc, where Dw2 is the mean-square fluctuation of the NMR line.

4.2.2 Uniform Mode in Mössbauer and Nuclear 
Magnetic Resonance Spectroscopies 

4.2.2.1 Hyperfine magnetic field in Mössbauer spectroscopy
57Fe Mössbauer spectroscopy has been an excellent tool for the 
magnetic characterization of both bulk and nanoparticle systems 
containing a Mössbauer isotope, like 57Fe. The hyperfine structure 
in 57Fe Mössbauer spectroscopy results from the interactions of 
the nuclear electric monopole (Coulombic), magnetic dipole, and 
electric quadrupole moments with the electronic charge density, 
the magnetic field (Hhf), and the electric field gradient (EFG) at the 
nucleus, respectively. The first term (E0) shifts the nuclear ground 
and excited states’ energy levels according to the number and 
properties of electrons surrounding the nucleus and gives rise to 
the hyperfine parameter called isomer shift (IS), while the magnetic 
dipole (M1) and the electric quadrupole (E2) interactions both unfold 
the degeneracy of the nuclear energy levels and generate multiple-
line spectra, uncovering important information on the properties 
of the material in study. A comprehensive review of Mössbauer 
spectroscopy in nanoparticle systems has been given by Dormann 
et al. [17]. 
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 Mørup et al. have extensively applied the concept of uniform-mode 
excitations in ferromagnetic, ferrimagnetic, and antiferromagnetic 
nanoparticles and explained their Mössbauer and inelastic neutron-
scattering experiments according to this model (for a recent review 
see [18]).
 We will give a brief description of this initial simple approach. A 
particle with uniaxial magnetic anisotropy is assumed, and if θ is the 
angle between the magnetization of the particle and the easy axis of 
the magnetization, then the anisotropy energy may be written in the 
form E(J) = –KV cos2 J. Then in Mørup’s model [7], the essential idea 
is that at low temperatures below the blocking temperature (kBT << 
KV) there is a finite probability that the magnetization makes an 
angle between θ and θ + dθ with the easy direction and thus the 
average magnetization may be given as M (T) = M0 cos JT, where M0 
is the saturation magnetization and cos JT is the thermal average 
of cos θ, which can be evaluated using Boltzmann statistics.
 The prime result of this classical approach is that for 
ferromagnetic and ferrimagnetic nanoparticles, the z component of 
the magnetization in the limit of low temperatures is given by

 M M
k T
KV

@ -È
ÎÍ

˘
˚̇0

1
2

B , (4.3)

contrary to the T3/2 dependence of the Bloch law in bulk ferromagnets. 
Assuming that these fluctuations are of much higher frequency than 
the Larmor precession frequency of the 57Fe Mössbauer nucleus, 
the magnetic hyperfine field is expected to be proportional to the 
magnetization. Thus, at low temperatures the observed hyperfine 
field in 57Fe Mössbauer spectroscopy is consequently given by

 H H
k T
KVhf 0

B@ -È
ÎÍ

˘
˚̇

1
2

 (4.4)

 A high field approximation of the Langevin function produces 
also the same result [38]. Later on, Mørup and Hansen [9] used 
the spin wave model for nanoparticles and showed that to a first 
approximation, the results are similar to the classical model 
described above. 
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4.2.2.2 Nuclear relaxation in nuclear magnetic resonance 
spectroscopy

NMR in magnetic materials elucidates the static and hyperfine 
coupling in the ordered system at a local level, through the time-
average field produced by electron spin and orbital currents at 
the site of the nuclei [20, 21]. Examples of the static magnetic 
information mainly obtained from the NMR spectrum include the 
magnitude and direction of the hyperfine field (Hhf), its temperature 
and pressure dependence, etc. The dynamics of the magnetic system 
can be observed through dynamic interactions of the nuclear spins 
by the characteristic relaxation times for spin–spin (T2) and spin–
lattice (T1) coupling. Spin diffusion and spin wave processes may 
also be observed [20].
 The first observation of NMR in magnetically ordered material 
has been reported by Gossard and Portis in 1959 [22], namely, 
the observation of 59Co from face-centered cubic (fcc) metallic 
cobalt powder in a zero external magnetic field. The very first 59Co 
resonance traced at room temperature appeared to be much more 
intense than expected, due to the strong domain wall enhancement 
factor. Following this, very quickly the 57Fe NMR in metallic iron [23, 
24] and 61Ni in metallic nickel [25] has been reported.
 Although the first NMR experiments on single-domain particles 
were reported as early as 1965, by Gossard et al. [26] on cobalt 
particles in the range of 10 nm, relatively few NMR studies on 
magnetic nanoparticles and nanowires have appeared in the 
literature compared to the numerous NMR studies on bulk magnets 
([27] and references therein). As mentioned above, the NMR signal in 
ferromagnets is strongly enhanced and therefore easily observable 
because the nuclear resonance excitation is produced indirectly 
by the sample magnetization rather by the radio-frequency (rf) 
field. In multidomain particles the principal magnetization process 
in the rf range is the displacement of domain walls and is usually 
controlled by the magnetic anisotropy and wall-pinning effects. On 
the other hand, for particles too small to form walls, the principal 
magnetization process is the rotation of the magnetization, which is 
controlled by the magnetic anisotropy field.
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 Despite the domain rotation enhancement factor, in his early 
study Gossard found that the only way to produce a detectable 59Co 
NMR signal in single-domain fcc cobalt particles was the cooling of 
the particles at liquid nitrogen temperatures because of the very 
short T2 transverse relaxation time [26]. Gossard attributed this 
reduction of the T2 relaxation time to the rapid thermal fluctuations 
of the longitudinal magnetization of the nanoparticles. 
 Gossard was able to show that the T2 spin–spin relaxation time of 
a single-domain particle depends on the square of the volume of the 
particle and on the inverse square of the temperature. He assumed 
that single-domain particles obey the Langevin equation, and he 
considered the thermal average of the square of the fluctuation of 
the longitudinal magnetization DMz

2thermal. 
 According to Kambe and Usui [28] this can be written as

 DM M M
z

2

thermal
z

2

thermal
z thermal

2= - ,

an expression that has been frequently employed in the calculation 
of the second-order moment in the investigations of the line shape of 
paramagnetic resonance lines at arbitrary temperatures.
 Assuming an ideal superparamagnetic assembly of single-
domain particles with particle volume V and magnetic anisotropy 
field Ha, the magnetization Mz is proportional to the Langevin 
function, and it can be proved that the mean-square fluctuation of 
the magnetization is given by the derivative of the Langevin function 
DMz

2thermal = d(L(x))/dx, which after some algebra gives

 DM M L x x L x
z

2

thermal

2 2= - -ÈÎ ˘̊1 2 ( ) ( ) ,

where x = MVHa/kBT and L (x) is the Langevin function of the variable 
x. 
 In a very-small-thermal-fluctuation regime, x = MVHa/kBT>>1, 
the mean-square fluctuation of the magnetization becomes

 DM M
k T
MVHz

2

thermal

2 B
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È
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Í

˘

˚
˙

2

. (4.5)

 Equation (4.5) shows that the small thermal fluctuations of the 
magnetic moment around the easy direction of the magnetization in 
the low-temperature regime result in a finite second moment of the 
fluctuations of the longitudinal magnetization, which is proportional 
to [kBT/MVHa]2. 
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 These fluctuations are the collective magnetic excitations 
discussed by Mørup, and we have seen that within the classical model 
both the average magnetization and the mean-square fluctuation of 
the magnetization can be derived by the high field approximation of 
the Langevin function. 
 At this point it should be also mentioned that neutron-scattering 
experiments of the spin precession of ferrimagnetic (maghemite) 
nanoparticles [29] were also analyzed in terms of Boltzmann 
statistics. Namely, the intensity of the inelastic peaks in terms of the 
total magnetic intensity was given by sin2 JT. 
 Returning now to the calculation of the nuclear T2 relaxation 
time, according to Eq. 4.5, the mean-square fluctuation in the 
nuclear resonance in the limit of very small thermal fluctuations is 
then given by

 Dw w2

2

thermal

2 B

a
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È

Î
Í

˘

˚
˙

k T
MVH

, (4.6)

where ω is the NMR Larmor frequency.
 In the motional narrowing regime Dw21/2

 tc << 1, the nuclear 
relaxation rate is given by the motional averaging expression

 1
2

2T = Dw t
c

, (4.7)

where τc is an electronic relaxation time. Finally combining Eqs. 4.6 
and 4.7 one obtains for the 1/T2 spin–spin nuclear relaxation rate
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 Finally, assuming uniaxial anisotropy for the particles, the 
anisotropy field may be given by Ha = 2K/M; therefore Eq. 4.8 
becomes

 1

2
2

2

2
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k T
KV
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ÎÍ

˘
˚̇

w tB

c
. (4.9)

 This is the result of Gossard, which shows that for small 
nanoparticles at room temperature the NMR signal is undetectable 
due to the very short T2 relaxation time. Indeed for τc of the order of 
10–9 seconds and for a cobalt particle of 9 nm, Eq. 4.8 gives T2 at liquid 
nitrogen temperatures of the order of 1 μs. One has to cool at liquid 
helium temperatures in order to observe the NMR signal, because 
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the relaxation time increases with cooling. However, later, Yasoka 
and Lewis [30] managed to measure the temperature dependence of 
single-domain cobalt particles with sizes between 12 nm and 22 nm. 
They reported that the 59Co nuclear resonance frequency followed 
the T3/2 Bloch law up to temperatures as high as 450 K. 

4.3 57Fe Mössbauer Spectroscopy Experiments

We have applied 57Fe Mössbauer spectroscopy on 3 nm dextran-
coated γ-Fe2O3 nanoparticles to elucidate the dynamic magnetic 
properties of the system through the uniform-mode excitation model 
and to estimate the value of the magnetic anisotropy constant K. 
 Selected Mössbauer spectra of the 3 nm maghemite nanoparticles 
are shown in Figs. 4.3 and 4.4 for high and low temperatures 
representing the superparamagnetic and the blocked regime, 
respectively.
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Figure 4.3 57Fe Mössbauer spectra of the 3 nm dextran-coated γ-Fe2O3 
nanoparticles at the high-temperature superparamagnetic 
regime.
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Figure 4.4 57Fe Mössbauer spectra of the 3 nm dextran-coated γ-Fe2O3 
nanoparticles at the low-temperature blocked regime.

 The temperature dependence of the average hyperfine field, 
<Hhf(T)>/<Hhf(0)> (scaled to the extrapolated value at T = 0), for 
the 3 nm nanoparticles is shown in Fig. 4.5, alongside with previous 
Mössbauer studies on Fe3O4 magnetite nanoparticles [7]. The linear 
relation of Hhf with temperature according to Eq. 4.4 is thus easily 
verified.
 Assuming uniaxial anisotropy for the maghemite nanoparticles, 
the calculation of an effective magnetic anisotropy constant using 
Eq. 4.4 gives Keff = 6.1 × 105 erg/cm3 for the 3 nm maghemite 
nanoparticles. A similar Mössbauer study for 10 nm maghemite 
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nanoparticles gave Keff = 1.4 × 105 erg/cm3, in good agreement with 
the one obtained from magnetization measurements [27]. Finally, a 
reduced plot of Eq. 4.4, that is, <Hhf(T)>/<Hhf(0)> as a function of 
the dimensionless parameter kBT/2KeffV, for all the data is shown in  
Fig. 4.6. 
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Figure 4.5 Temperature dependence of the reduced average hyperfine 

field <Hhf>/<H0> as obtained from Mössbauer measurements 
for 3 nm dextran-coated γ-Fe2O3 nanoparticles (filled 
inverted triangles, this work) as well as for Fe3O4 magnetite 
nanoparticles (circles, inverted triangles [7]). The lines are 
linear fits to the data according to Eq. 4.4.
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Figure 4.6 Reduced plot of the average scaled hyperfine field 
<Hhf(T)>/<Hhf(0)> as a function of the dimensionless 
parameter kBT/2KeffV, as obtained from Mössbauer 
measurements for 3 nm dextran-coated γ-Fe2O3 nanoparticles 
(filled inverted triangles, this work) as well as for Fe3O4 
magnetite nanoparticles (circles, inverted triangles, [7]). The 
line is given according to Eq. 4.4.

4.4 57Fe Nuclear Magnetic Resonance 
Spectroscopy Experiments

4.4.1 Nuclear Magnetic Resonance Line Shapes

The NMR technique has been frequently employed for the study of 
bulk magnetic materials, and as an example of 57Fe NMR on iron 
oxides, we show in Fig. 4.7 representative spectra (obtained by the 
spin-echo point-to-point method) of powder magnetite (Fe3O4).
 It is well known that magnetite in the cubic phase above 
118 K is an inverse spinel with all tetrahedral sites occupied by 
Fe3+ ions and with Fe2+ and Fe3+ ions in octahedral sites. The two 
resonances observed in Fig. 4.7 could be readily attributed to these 
crystallographic sites. Since the resonance frequencies are expected 
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to be proportional to the sublattice magnetizations, the temperature 
dependence of the NMR frequencies could be directly compared with 
the predictions of spin wave theory (T3/2 Bloch’s law). Boyd [31] has 
indeed shown that the resonance frequency from tetrahedral sites 
and the distribution of resonance frequencies from octahedral sites 
follow the T3/2 law, as shown in Fig. 4.8.

58 60 62 64 66 68 70 72 74 76 78

T= 77 K

Frequency [MHz]

bulk Fe3O4
Fe3+ tetrahedral
<SA>=5/2T= 300 K

Fe3+, Fe2+ octahedral
<SB>=4.5/2

(Fe3+=5/2, Fe2+=4/2)

Figure 4.7 Zero external field 57Fe NMR spectra of bulk Fe3O4 powder at 
selected temperatures. The lines are fits to the data using a 
superposition of two Gaussian functions.

 NMR has thus been frequently used for the comparison of 
experiments with the predictions of spin wave theory for the 
temperature dependence of the magnetization in magnetically 
ordered systems. The first experimental test of spin wave theory 
for ferromagnets using NMR was performed by Gossard et al. with 
CrBr3, the first insulating ferromagnet [32]. Other examples include 
EuS—another model system for Heisenberg ferromagnets [33], 
ferrimagnetic MnFe2O4 [34], antiferromagnetic MnF2 [35], etc. It 
is important to note that in ferrites of garnet-type structure, the 
NMR method follows separately the temperature dependence of 
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the sublattice magnetizations and not the total magnetization as in 
conventional magnetic measurements (see, e.g., [36, 37]). 

Figure 4.8 Magnetic moment, 57Fe NMR resonance frequency from 
tetrahedral sites, and distribution of resonance frequencies 
from octahedral sites vs. T3/2 for bulk powder Fe3O4 (adapted 
from [31]).

 Despite the fact that many iron oxides have been extensively 
studied by 57Fe NMR as early as 1962, a few studies have been 
reported for maghemite (γ-Fe2O3), either for bulk or for nanoparticles 
([27] and references therein). Examples of zero external magnetic 
field 57Fe NMR spectra of bulk maghemite are shown in Fig. 4.9. 
 The maghemite NMR spectra could be readily resolved into two 
hyperfine field components as in magnetite. According to Lee [39] 
the lower-resonance-frequency component can be attributed to 
nuclei from the A-site (tetrahedral) and the higher-frequency one 
to nuclei from the B-site (octahedral) due to the stronger covalent 
bonding of an Fe ion in a tetrahedral site than in an octahedral one. 
As expected, there is good agreement of the hyperfine field values for 
the two sites as obtained from NMR and Mössbauer measurements.
 Figure 4.10 shows 57Fe zero field NMR spectra of a series of 
maghemite nanoparticles of various sizes compared to the bulk one. 

57Fe Nuclear Magnetic Resonance Spectroscopy Experiments
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Figure 4.9 Zero external field 57Fe NMR spectra of bulk γ-Fe2O3 at 
selected temperatures. The lines are fits to the data using a 
superposition of two Gaussian functions.

 It is shown in Fig. 4.10 that the basic features of the nuclear 
resonance of 57Fe in maghemite nanoparticles are essentially the 
same as that of bulk maghemite. Nevertheless, there is a gradual 
decrease of the hyperfine field values with decreasing particle size, 
particularly for tetrahedral sites. 
 This is shown in Fig. 4.11 where the NMR frequencies of the 
nuclei in tetrahedral and octahedral sites are plotted as a function of 
particle diameter for maghemite nanoparticles of various sizes at T = 
5 K. These observations are in accord with Mössbauer experiments 
in 3–10 nm γ-Fe2O3/PVA particles where the average hyperfine field 
<Hhf> value extrapolated to zero temperatures slightly decreases 
with decreasing particle size, a behavior observed in other relative 
studies [17].
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Figure 4.10 Zero external field 57Fe NMR spectra of dextran-coated (3 nm 
and 10 nm), uncoated (16 nm), and bulk γ-Fe2O3 at T = 5 K. 
The solid lines are fits to the data using a superposition of two 
Gaussian functions. The dashed lines in the spectra correspond 
to hyperfine fields of 52 T and 53.4 T.

 Finally, a crystallographically based analysis [40], as well as the 
vacancy ordering [41, 42] in bulk and nanosized maghemite, as 
observed in 57Fe NMR spectra, have been recently appeared.

4.4.2 Nuclear T2 Transverse Relaxation

Insights into the dynamics of magnetically ordered systems can 
be gained from the measurements of the T2 transverse spin–spin 
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relaxation times. The 57Fe nuclei with nuclear spin I = 1/2 have pure 
dipole magnetic moments; hence the relaxation mechanism is solely 
attributed to the fluctuations of local magnetic fields. As we shall 
see in the following, magnetic nanoparticles exhibit considerably 
different spin dynamics of the nuclear spins when compared to their 
bulk counterparts. Figure 4.12 shows 57Fe NMR spectra and spin–
spin relaxation decays (obtained by the spin-echo method) of 10 nm 
dextran-coated and uncoated as well as bulk maghemite, obtained in 
a zero external magnetic field at 5 K. 
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Figure 4.11 57Fe NMR frequencies corresponding to nuclei from tetrahedral 
and octahedral sites as a function of diameter for maghemite 
nanoparticles of various sizes at T = 5 K. Data points: circles 
this work; inverted triangles, [39].

 Despite the similarity of the observed hyperfine fields, there 
is a clear distinction of the nuclear T2 spin–spin relaxation time 
between the magnetic nanoparticles and the bulk material, as clearly 
demonstrated in the right column of Fig. 4.12.
 It is observed that the spin-echo relaxation decays are 
increasingly longer as one proceeds from the coated to the uncoated 
and the bulk samples. The T2 value of the coated nanoparticles 
( .T

2

coated
 ms)= 0 09  is three times shorter than that of the uncoated 

one (  ms)
2

uncoatedT = 0 3. , and both are two orders of magnitude shorter 
than the corresponding T2 for the bulk maghemite (  ms)

2

bulkT = 10 .  
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Actually, due to the short T2 relaxation time, the NMR signal in 
the 10 nm dextran-coated maghemite nanoparticles could only be 
detected up to temperatures of 15 K, whereas that of the uncoated 
sample was found up to about 50 K, and that of the bulk maghemite 
powder was already observable at room temperature. These values 
correspond to the time where the NMR decay signal has dropped to 
the 1/e of its initial value, since the spin-echo relaxation decays are 
not exponential functions. 
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Figure 4.12 Zero magnetic field 57Fe NMR spectra (left column) and T2 
relaxation decays (right column) of 10 nm coated (a, b), 
10 nm uncoated (c, d) maghemite nanoparticles and bulk 
maghemite (e, f), respectively. The dashed lines in the NMR 
spectra correspond to hyperfine fields of 52 T and 53.4 T. In 
the T2 decays, note the difference in scale for the bulk material. 
The time scale of the spin-echo decay for the bulk material is 
two orders of magnitudes longer than that of the maghemite 
nanoparticles. The measuring temperature is 5 K.
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 A similar reduction of the T2 relaxation time is observed when 
the particle diameter decreases. Figure 4.13 shows the measured 1/
T2 relaxation rates for the 3 nm coated and 10 nm, 16 nm, 26 nm, and 
37 nm uncoated maghemite nanoparticles and bulk maghemite (3 μ) 
as a function of inverse diameter 1/D. 
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Figure 4.13 Nuclear 1/T2 relaxation rates as a function of inverse diameter 
1/D for γ-Fe2O3 at 71 MHz (tetrahedral sites) and T = 5 K. In 
the inset the 1/T2 rates are plotted as a function of the fraction 
of the atoms residing at the particle surface. The lines serve as 
guides to the eye.

 The significant increase of the 1/T2 relaxation rate with particle 
diameter is obvious. In the inset of Fig. 4.13 the 1/T2 relaxation rates 
are plotted as a function of the fraction c of the atoms residing at the 
particle surface. This fraction c was estimated according to c ~ 6a0/
(D – 6a0), where α0 is the interatomic distance (about 0.2 nm) [43]. 
Due to this considerable reduction of T2 with increasing temperature 
and decreasing particle size, experimental verification of deviations 
of the spin wave T3/2 Bloch law in maghemite nanoparticles using 
the 57Fe NMR is not possible for single-domain particles with a mean 
size less than 10–20 nm. For digression of the thermal dependence 
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of magnetization from the T3/2 law in nanostructured ferromagnets 
see, for example, Della Torre et al. [44] and Zhang et al. [45]. 
 As mentioned above, the spin-echo relaxation decays for 
maghemite nanoparticles were found to be nonexponentials as also 
observed in bulk ferromagnets. It is possible to analyze these decays 
using a double exponential function yielding a short T

2

short  and a 
long T

2

long  relaxation time. These relaxation times as a function of 
temperature for the 10 nm dextran-coated maghemite nanoparticles 
and for the bulk maghemite are shown in Fig. 4.14. 
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Figure 4.14 Nuclear spin–spin relaxation times T2 as a function of 
temperature T for 10 nm dextran-coated nanoparticles 
(circles and inverted triangles) and bulk γ-Fe2O3 (squares and 
triangles), measured at the tetrahedral sites. The straight lines 
for bulk γ-Fe2O3 are linear fits to the data. The curves for the 
coated nanoparticles correspond to fits described in the text 
(adapted from [27]).

 The transverse relaxation rates 1 T
2

short and 1 T
2

long  measured at 
the tetrahedral sites (at NMR frequency of 71 MHz) as a function 
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of temperature for the 10 nm dextran-coated γ-Fe2O3 nanoparticles 
are shown in Fig. 4.15. 
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Figure 4.15 Temperature dependence of the nuclear spin–spin relaxation 
rates 1/T2 for 10 nm dextran-coated nanoparticles γ-Fe2O3, 
measured at the tetrahedral sites. The straight lines are linear 
fits to the data, as described in the text (adapted from [27]).

 It is observed that the relaxation rate of the short component, 
1 T

2

short, scales linearly with temperature (Fig. 4.15b), whereas the 
rate of the long component, 1 T

2

long , scales linearly with the square 
of the temperature (Fig. 4.15a). From the analysis of the double 
exponential fits of the relaxation decays for the 10 nm nanoparticles, 
it is observed that the weight of the short component (corresponding 
to T

2

short) is on average (for the different temperatures concerned) 
70%–80% of the total NMR magnetization and that of the long 
component (corresponding to T

2

long ) is 20%–30%. The analysis of 
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the 16 nm uncoated maghemite nanoparticles gave equal weights of 
the short and long T2 components and that of the 26 nm nanoparticles 
gave 20% and 80% for the short and long components, respectively. 
A single T2 relaxation time was observed in the 37 nm nanoparticle 
assembly. These findings clearly indicate that the weight of the short 
component of T2 could be tentatively associated with the number of 
Fe3+ ions in the surface of the nanoparticles, since, as also mentioned 
earlier, this number increases as the particle diameter decreases. 
Therefore it could be argued that the T

2

short  component is influenced 
by the surface spins of the nanoparticles, and the T

2

short relaxation 
mechanism is modulated by electronic fluctuations of the surface 
spins generally regarded as noncollinear or disordered. The linear 
temperature dependence of T

2

short  is also reminiscent of the linear 
dependence of the domain wall relaxation in bulk ferromagnets. 
Indeed it can be assumed that even in a single-domain particle, a 
transition region may exist between the well-ordered core spins 
and the disordered surface spins in analogy to a domain wall in bulk 
multidomain materials. This transition region will respond to the 
exciting rf field and give linear temperature dependence similar to 
that of bulk maghemite.
 The 1 T

2

long relaxation rate scales with the square of temperature 
and thus follows the temperature dependence of the small thermal 
fluctuations in the collective magnetic excitations described by Eq. 
4.9. Also the model explains the disappearance of the NMR signal 
of the larger-diameter particles at higher temperatures than the 
smaller-diameter ones. It is also possible to carry out a numerical 
estimation of the T

2

long  value using the parameters in Eq. 4.9 
estimated from other experiments. Indeed the effective anisotropy 
constant can be evaluated both from magnetization and Mössbauer 
experiments, Eq. 4.4. For the 10 nm coated maghemite nanoparticles 
the anisotropy constant is Keff = 1.6 × 105 erg/cm3 [27]. The other 
parameters are all known: the bulk saturation magnetization M 
= 400 emu/cm3, the particle volume V = 5.2 × 10–19 cm3, and the 
nuclear frequency ω/2π = 71 MHz. The only adjustable parameter 
is the electronic relaxation time τc. Using the above parameters, the 
best fit of the analysis using Eq. 4.3 (shown as solid line in Fig. 4.15b) 
yields a value for the relaxation time τc = 2 × 10–10 seconds. This value 
is within the range of theoretical predictions of the gyromagnetic 

57Fe Nuclear Magnetic Resonance Spectroscopy Experiments
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precession time τ0 (between 10–9 s and 10–11 s) [17], which is the 
dominant microscopic relaxation time in the low-temperature 
region of spin fluctuations.
 Thus it has been shown that thermal fluctuations in the 
longitudinal magnetization of nanoparticles in the low-temperature 
limit may account for the shortening and temperature dependence 
of the long component of the T2 relaxation time. As we have shown it 
can be asserted that this NMR relaxation mechanism originates from 
the concept of collective magnetic excitations due to the precession 
of the magnetization around an energy minimum.

4.5 Concluding Remarks

The concept of elementary excitations in magnetic nanoparticles is 
examined in this work using atomic-level probing techniques such 
as 57Fe NMR and Mössbauer spectroscopies. It is well known that 
57Fe Mössbauer spectroscopy is an ideal technique to elucidate 
the magnetic behaviour of single-domain ferrimagnetic oxide 
nanoparticles. In particular, the low-temperature 57Fe Mössbauer 
spectra of this system exhibit a six-line magnetically split hyperfine 
structure, typical of an ordered ferromagnetic system, whereas by 
increasing temperature the sextet collapses into a doublet resembling 
a paramagnetic state, far below the ferromagnetic ordering 
temperature of the material. It is the increasing thermal fluctuations 
of the orientation of the nanoparticles’ magnetic moments that 
cause the early collapse of the magnetic hyperfine splitting in these 
materials—the well-known phenomenon of superparamagnetism.
 Fluctuations of the orientation of the magnetization still exist in 
the low-temperature region. These collective magnetic excitations 
originate from the regular precession of the magnetic moment 
around the easy direction of the magnetization at an energy 
minimum and chaotic reorientations of the moment under the 
action of small thermal fluctuations. As we have shown, Mössbauer 
spectroscopy probes these collective excitations by the temperature 
dependence of the average magnetic hyperfine field obtained from 
the static Mössbauer spectra recorded at different temperatures. 
Examples were provided for γ-Fe2O3 maghemite nanoparticles. 
The same procedure can be applied in NMR experiments; however, 



155

the T2 nuclear transverse relaxation time is the limiting factor that 
determines the temperature range where NMR spectra could be 
obtained. Nevertheless, this relaxation mechanism is an additional 
time domain relaxation probe for the study of the dynamic magnetic 
behavior of nanoparticles. It has been shown that the temperature 
dependence of T2 originates from the mean-square fluctuations of the 
collective magnetic excitations present in nanoparticles at the low-
temperature regime and the NMR experimental data nicely combines 
with the Mössbauer ones. The combined NMR and Mössbauer 
experiments are thus suitable and complementary probes for the 
microscopic investigation of the electronic fluctuations of iron oxide 
magnetic nanoparticles. Under this aspect, future research could 
involve the investigation of core-shell structures and in particular 
the iron-iron oxide case, the vacancy order or disorder of the 
octahedral sites in maghemite, T1 spin–lattice NMR relaxation, and 
enhancement of the NMR signal in tetrahedral and octahedral sites, 
in relation to the corresponding Mössbauer spectral line shape, as 
well as the influence of interparticle dipolar magnetic interactions 
on uniform-mode excitations in the case of ferromagnetic, 
ferrimagnetic or antiferromagnetic iron oxide nanoparticles.
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5.1 Introduction

On entering the nanometer-scale regime the magnetic properties 
of condensed matter show substantial differences with respect 
to the bulk state, leading to new physics [1, 2] and applications 
[3]. Among nanostructured magnetic materials, nanoparticles 
are unique complex physical objects. In fact, at the nanoscale, a 
multidomain organization is energetically unfavorable and single-
magnetic-domain particles are formed, each one with a large 
magnetic moment named supermoment. The behavior of a random 
assembly of nanoparticles depends on the type and strength of 
interparticle interactions, evolving from ferromagnetic (FM)-like 
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to paramagnetic-like, including a spin-glass-like behavior. Due to 
the enhanced time and magnetization scale with respect to atomic 
systems, the magnetism of nanoparticle assembly has been often 
called supermagnetism [4].
 Beyond magnetic interparticle interactions, the physics of 
nanoparticle assemblies is influenced by finite-size effects on the 
properties of the particle’s core and by the modification of structural 
and electronic properties at the particle surface [5, 6]. The breaking 
of lattice symmetry and broken bonds at the surface gives rise to site-
specific surface anisotropy, weakened exchange coupling, magnetic 
frustration, and a noncollinear spin structure (i.e., spin canting) [7, 8].  
The presence of spin canting deserves special attention, as it 
determines strong modifications in the magnetic properties. In fact, 
it may propagate from the surface to the particle core, so the picture 
of the particle as a perfectly ordered magnetic single domain, whose 
spins rotate in a synchronous way as a large single spin, is no longer 
valid [8–11].
 Among nanoscaled magnetic materials, nanoparticles of iron 
oxide with a spinel structure (MeFe2O4, Me = Fe2+, Co2+, Ni2+, 
Mg2+, Mn2+, Zn2+, etc.) have generated great interest. Spinel ferrite 
nanoparticles are important in ferrofluid technology, catalysts, 
color imaging [12], and biomedicine [13] (magnetically guided drug 
delivery and hyperthermic treatments) [3, 14–16]. Furthermore, 
iron oxide nanoparticles (Fe3O4, g-Fe2O3) play an important role in 
nature; indeed, they are commonly found in soils and rocks and are 
also important in several ways for the functioning of living organisms 
[17]. These systems are interesting also from a fundamental point 
of view because they are good model systems for studies on the 
relationship between magnetic behavior and magnetic structure at 
the atomic level [18]. In addition, the structural properties and the 
rich crystal chemistry of spinels offer excellent opportunities for 
understanding and fine-tuning the magnetic properties [19, 20]. The 
spinel ferrite structure is based on a closed-packed oxygen lattice, in 
which tetrahedral (Td) and octahedral (Oh) interstices are occupied 
by cations. 
 Thus, the magnetic properties of ferrite nanoparticles with a 
spinel structure are due to a complex interplay of several effects, 
where cationic distribution and spin canting are fundamental factors 
[11, 21].
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 Among spinel ferrites CoFe2O4 is especially interesting because 
of its mechanical hardness, remarkable chemical stability, and 
high anisotropy (Ka = 3 × 105 J/m3) [22] due to a strong cubic 
anisotropy of magnetocrystalline origin, mainly attributed to Co2+ 
ions, which have nonzero orbital momentum [23]. At the nanoscale, 
the coexistence of cubic and uniaxial anisotropy is observed, with 
a pure uniaxial anisotropy for small particles [24, 25]. In the last 
years, CoFe2O4 has been considered very attractive in the biomedical 
field for its high magnetic anisotropy and saturation magnetization, 
which give rise to a suitable magnetic behavior at room temperature, 
despite the presence of cobalt making it potentially toxic. In any 
case, great advances in surface modification both for protection and 
for functionalization needs, open an interesting perspective for this 
material in the biomedical field [26–28].
 The aim of this chapter is to gain a better insight into the effect of 
the complex interplay between cationic distribution and spin canting 
on magnetic properties in spinel ferrite nanoparticles using CoFe2O4 
as a model system. The presented data results from wide research 
on magnetic properties of CoFe2O4 nanoparticles, unsupported or 
embedded in a silica matrix, prepared by a sol-gel autocombustion 
method [11, 20, 21, 29–34]. After a short overview on nanoparticle 
magnetism (Section 5.1), in Section 5.2 new experimental results 
elucidating the effects of cationic distribution and spin canting on 
magnetic properties are discussed. In this section the potentiality 
of neutron powder diffraction (NPD) and Mössbauer spectroscopy 
under an intense magnetic field (MSiF) in the study of the magnetic 
structure of spinels is discussed. Section 5.3 is devoted to the influence 
of the nanoparticle magnetic structure on magnetic properties, 
focusing on magnetic anisotropy and saturation magnetization. All 
the results on CoFe2O4 nanoparticles will be discussed in the general 
framework of spinel ferrites.

5.2 Magnetism in Nanoparticles:  
An Introduction

5.2.1 Magnetism in Condensed Matter

In condensed matter, atomic magnetic moments can mutually act 
together (cooperative magnetism), leading to a different behavior 

Magnetism in Nanoparticles
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from what would be observed if all magnetic moments were 
reciprocally isolated (noncooperative magnetism). This, coupled 
together with different types of magnetic interactions that can be 
found, leads to a rich variety of magnetic properties in real systems 
[3, 35–37]. 
 The two basic types of noncooperative magnetism are 
paramagnetism and diamagnetism. Paramagnetism arises from 
identical, uncoupled atomic moments located in an isotropic 
environment. Hence, in a paramagnetic material, there is no long-
range order and the magnetic moments tend to align under an 
external magnetic field. Diamagnetism, instead, is just due to the 
effect of an external magnetic field on the motion of the atomic inner 
electrons [37, 38]. It is manifested by repulsion by a magnetic field, 
which is observable when paramagnetism is not present.
 In a cooperative magnetic system, the interactions between 
adjacent magnetic moments determines magnetic order in the 
material. Two classes of interactions can be distinguished, direct 
and indirect exchange interaction. Direct exchange occurs between 
moments that are close enough to have a significant overlap of their 
wave functions, whereas indirect exchange arises when the atomic 
magnetic moments are coupled over relatively large distances. It can 
be mediated also by a nonmagnetic ion that is placed in between 
the magnetic ions (e.g., oxygen atoms in oxides), and in this case 
it is called superexchange [35]. Generally speaking, exchange 
interactions between magnetic centers in a three-dimensional solid 
can be quantitatively described by the Heisenberg spin Hamiltonian 
[35]:

 H J
i j

exch ij i j
= - ◊

·
Â2 S S , (5.1)

where Jij is the exchange integral describing the magnitude of 
coupling between the spins Si and Sj. If the exchange integral has a 
positive value, below a critical temperature TC (Curie temperature), 
the magnetic moments align parallel to each other and the substance 
is said to be ferromagnetic (FM). Above the TC, the material is no 
longer FM but reverts to paramagnetic because the thermal energy 
becomes higher than the exchange energy, destroying the magnetic 
order. On the contrary, if Jij is negative, the spins are aligned 
antiparallel to each other, and below a critical temperature called Néel 
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temperature (TN) the material is said to be antiferromagnetic (AFM, 
if the total magnetic moments is zero and the moments are perfectly 
compensated) or ferrimagnetic (FiM, if there is no compensation 
due to some difference between the individual moments). Then, in 
principle, magnetic properties in condensed matter can be explained 
by different kinds of magnetic coupling that are closely related to 
the chemical composition and crystalline structure of the material  
[39, 40].
 Minimization of energy provides a basis for predicting the 
direction of events in the universe. This is why a bulk cooperative 
magnetic system, to minimize its energy, will organize in a certain 
number of small regions, with different sizes and shapes, called 
domains, that is, uniformly magnetized regions having atomic 
magnetic moments oriented in the same direction [34]. Two adjacent 
domains are separated by transition regions, called domain walls, in 
which the spins gradually rotate (coherently or incoherentlya) from 
one domain to the other. In an unmagnetized FM or FiM material, 
magnetic domains have random directions so that the sum of the 
overall domain moments is essentially zero [35].

5.2.2 Magnetic Single-Domain Particles

Generally speaking, a physical property depends on the size of an 
object whenever its size is comparable to a dimension relevant to 
that property. In magnetism, typical sizes are, for example, the length 
of exchange-coupling interactions or the dimension of magnetic 
domains, the latter being typically in the range of 10–1000 nm for 
a spherical sample of FM materials [4]. This is why nanoscaled 
magnetic particles are so unique and why their physical properties 
differ so much from those shown by their parent massive materials. 
Indeed, by reducing the particle size below a critical value, a 
magnetic single-domain organization is energetically more favorable 
with respect to the multidomain one. The critical radius (rc), below 
which the formation of single domains is observed, depends on the 
physical properties of the material [41 4, 17]. Typical values for rc 
are about 10 nm for Fe, 30 nm for g-Fe2O3, 60 nm for Fe3O4, and 750 
nm for SmCo5 [4, 17].
aIn the coherent rotation mode all the spins remain parallel to each other, while in the 
incoherent reversal mode a nonuniform magnetization process occurs.
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 A magnetic single-domain particle (i.e., particle that is in a state 
of uniform magnetization at any field [42]) can be considered as a 
large magnetic unit (namely, a superspin) with a magnetic moment 
(mp), expected in the range of 103–105 Bohr magneton (μB), 
proportional to the particle volume, VP (mp = Ms ¥ Vp, where Ms is the 
saturation magnetization of the material) [4].
 The magnetic behavior of an assembly of superspins is strongly 
affected by interparticle interactions that can be dipole–dipole 
or exchange coupling, involving surface atoms. The strength 
of such interactions plays a fundamental role in the physics of 
these systems that might show collective behavior. Generally 
speaking, strong interparticle interactions can lead to some kind 
of FM state. FM-like correlations can indeed arise among the 
supermoments of nanoparticles, in addition to those among the 
atomic moments within the particles; this FM-like state has been 
called superferromagnetism (SFM) [43]. The intermediate strength 
of interparticle interactions, frustration, and random distribution 
of particle moments correlated on the long range lead to magnetic 
properties similar to those of atomic spin-glass systems in bulk  
[4, 44, 45]. For this reason such behavior was called superspin 
glass (SSG). Finally, in a system consisting of noninteracting single-
domain particles, the magnetic supermoment associated at each 
particle acts independently. Such a state is characterized by the 
instability of magnetization due to thermal agitation that, for isolated 
spherical particles, results in the flip of magnetization between 
its antiparallel easy directions, separated by an energy barrier 
(DEa). Then, on a certain time scale, above a certain temperature 
(blocking temperature, TB), the particle moment can undergo a 
thermally activated transition. The superparamagnetic relaxation 
of an assembly of noninteracting nanoparticles can be described 
according to the Néel–Brown model [30, 46] by the equation

 t t=
Ê
ËÁ

ˆ
¯̃0

exp
DE
k T

a

B

, (5.2)

where τ is the superparamagnetic relaxation time (i.e., the average 
time between the reorientation of the magnetization direction), τ0 
is the characteristic relaxation time, T is the absolute temperature, 
and kB is the Boltzmann constant. This phenomenon is analogous 
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to paramagnetism, but involving superspins, it is characterized by 
different time and magnetization scales, and for this reason it is 
called superparamagnetism (SPM). The ensemble of SFM, SSG, and 
SPM magnetic regimes has been called supermagnetism [4]. 
 Stoner and Wohlfarth [47] gave a complete treatment of the 
magnetization reversal process of single-domain isolated particles: 
the energy of the particle is generally dependent on the magnetization 
direction, and for uniaxial anisotropy and easy axis aligned along the 
direction of the external field (H) it can be written as
 E = KaVp sin2 q – MsVpH cos q, (5.3)
where Ka is the anisotropy constant and θ is the angle between the 
magnetization vector and the field direction. Below TB the particle’s 
moment is blocked and unable to rotate over the barrier in the 
typical time of a measurement. From Eq. 5.3 the height of the energy 
barrier can be derived [47, 48]:

 DE K V H
Ha a

K

= ±
Ê
ËÁ

ˆ
¯̃

1

2

, (5.4)

where H
K
MK

a

s

=
2

.

 Equations (5.3) and (5.4) show that the energy barrier (DEa) is 
the key parameter to understand and to tune magnetic properties 
(e.g., TB, magnetic anisotropy) of nanoparticle-based magnetic 
materials. For an isolated particle, DEa can be generally considered 
proportional to Vp and Ka, which are two strongly intercorrelated 
parameters. 

5.2.3 Magnetic Anisotropy

Generally speaking, the term “magnetic anisotropy” describes the 
dependence of internal energy on the magnetization’s direction, 
leading to the formation of easy (minimum of energy) and hard 
(maximum of energy) anisotropy axes. For bulk materials the 
magnetic anisotropy energy depends mainly on structure and 
chemical composition (i.e., magnetocrystalline anisotropy); for 
nanoparticles other factors, such as particle shape (i.e., shape 
anisotropy) and surface–volume ratio (i.e., surface anisotropy) have 
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to be taken into consideration as well. A short qualitative discussion 
of some contributions will be given here, with particular attention 
to the most important anisotropies in a nanoparticle system. A more 
complete description of magnetic anisotropy energy can be found in 
Refs. [39, 49, 50].

5.2.3.1 Magnetocrystalline anisotropy

The exchange interaction among spins described by Eq. 5.1 is purely 
isotropic (i.e., there is no built-in preferred direction). However, 
within a crystal not all directions are equivalent due to reduced 
crystal lattice symmetry. Then spin orientation is found to follow 
some preferred crystallographic axes because spin–orbit coupling 
ties the electron spin to the orbital electronic static associated 
with the crystal structure. Such so-called magnetocrystalline 
anisotropies can be described by an additional anisotropic term to 
the Hamiltonian:

 H J K SZ
exch ij i j

i j

mc i

i

= - ◊ -
·

Â Â2
2S S ( )  (5.5)

 Here, the second term does not correspond to any particular 
crystal symmetry, since we have taken into account a simple uniaxial 
anisotropy. Magnetocrystalline anisotropy can show various 
symmetries, but uniaxial and cubic symmetries cover the majority 
of cases.

5.2.3.2 Magnetostatic anisotropy (shape anisotropy)

This contribution is due to the presence of free magnetic poles on 
the surface of a magnetized body. The poles create a magnetic field 
inside the system, called demagnetizing field, which is responsible 
for the magnetostatic energy. Thus, the shape determines the 
magnitude of magnetostatic energy, and this kind of anisotropy is 
often called shape anisotropy [38]. 

5.2.3.3 Surface anisotropy

Surface atoms have lower symmetry compared to atoms within the 
bulk. This leads to a break of symmetry and a reduction of nearest-
neighbor coordination at the surface, giving rise to an additional 
term to the anisotropy, called surface anisotropy. It increases with 
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an increase of the surface–volume ratio (i.e., a decrease of particle 
size), and it may be predominant for a particle diameter below ~10 
nm [17, 51–53]. In fact, the effective magnetic anisotropy can be 
expressed as [4, 51]

 < > = +K K S
V
K

eff V S
, (5.6)

where <Keff> represents the mean value of the effective anisotropy 
constant and <Kv> and <Ks> represent the mean volume and surface 
components of magnetic anisotropy, respectively. The diameter 
dependence of the surface–volume ratio for spherical particles 
(Fig. 5.1) shows a sudden increase below 10 nm, leading to the 
prevalence of surface anisotropy. For example <Keff> increases by 
more than one order of magnitude for CoFe2O4 nanoparticles with a 
diameter of ~3 nm, measured by transmission electron microscopy 
(TEM), achieving 1.7 ¥ 106 J/m3 to be compared with the bulk value 
of 3.0 ¥ 105 J/m3 [11]. Surface anisotropy is also strictly related to 
the chemical and/or physical interactions between surface atoms 
and others chemical species [54, 55]. 
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Figure 5.1 Calculated surface–volume ratio for spherical particles with 
mean diameters (<D>) in the range of 1–20 nm.
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5.3 Magnetic Structure of Nanoparticles

5.3.1 Spin Canting 

As already discussed in the previous paragraphs, magnetic 
properties are particularly sensitive to the particle size, being 
determined by finite-size effects and surface effects [2]. Magnetic 
atoms at the surface experience a breaking of symmetry, originating 
from broken exchange bonds. This induces changes in exchange 
integrals, related to variation of superexchange angles and/or 
distances among moments, giving rise to topological magnetic 
frustration. Consequently a noncollinear spin structure (spin 
canting) at the particle surface occurs. In the seventies J. M. D. Coey 
wrote that “ultrafine particles may be visualized as having a core 
with the normal spin arrangement, and a surface layer in which the 
spin of the ions are not oriented at random, but are inclined at some 
angle to their normal direction” [8]. In this paper 57Fe Mössbauer 
spectroscopy under an intense magnetic field was used to investigate 
the magnetic structure of maghemite (g-Fe2O3) nanoparticles. 
 In a Mössbauer experiment the resonant absorption of γ-rays, 
emitted from a radioactive nucleus, by nuclei identical to those of the 
ground state of the emitting nuclei, is measured. Then, Mössbauer 
spectroscopy detects transition within nuclear rather than electronic 
energy states. Although there are around 100 nuclear transitions 
that can be used, the majority of Mössbauer studies are carried out 
using the 14.4 keV transition of 57Fe. 
Mössbauer spectroscopy is very powerful tool in the study of magnetic 
dynamics (due to the very-short-time experimental window, 5 ¥ 
10–9 s) and magnetic structures of iron-based nanoparticles. The 
57Fe nucleus in a magnetically ordered material will be exposed to a 
magnetic hyperfine field (Bhyp), usually antiparallel to the magnetic 
moment (Fig. 5.2), which gives rise to a Zeeman splitting of the 
nuclear states, resulting in a Mössbauer spectrum with six lines. This 
splitting is proportional to the magnetic field at the nucleus, giving 
information on the hyperfine magnetic structure. In addition, the 
interactions between the nuclear charge and the electronic charge 
result in a shift of all the transition energies. This shift, called isomer 
shift (δ) and measured in mm/s, is proportional to the density of 
the s-electron at the nucleus. The isomer shift is used to measure 
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the difference in the s-electron density (ED) at the nucleus between 
different environmental states of the same kind of atoms. Finally, the 
electrostatic interaction between the electric quadrupole moment 
of a nonspherical nucleus and the electric field gradient due to the 
surrounding charges can result in shifts of the six lines of spectra 
of magnetic materials, the so-called quadrupole shift (ε). ε is used 
in many Mössbauer spectroscopy studies for helping to solve the 
structure, ligand position, and even behavior of unbound electron 
pairs.

Figure 5.2 Schematic representation of the vector diagram of the 
hyperfine fields Bhyp of 57Fe3+ ions located in Td (Oh) interstitial 
sites under an applied magnetic field (Bapp) parallel to the 
γ-ray direction.

 When Mössbauer spectra of ferrites are collected under an 
intense magnetic field (Bapp), magnetic splitting of the Td site 
Fe3+ ions increases and the Oh site splitting decreases, allowing 
us to distinguish iron ions located in tetrahedral and octahedral 
interstitial sites. Figure 5.3 shows Mössbauer spectra of maghemite 
nanoparticles recorded at 5 K without (Fig. 5.3a) and under  
(Fig. 5.3b) an intense magnetic field (5 T) [8]. A spectrum recorded in 
a zero field shows a sextet with a slight asymmetry of the peaks due 
to small difference of the hyperfine field of the ions in the two sites. 
Under an intense magnetic field (b) the spectrum is clearly resolved 
into two components. At low temperatures the recoilless fractions 
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for iron ions in the Td and Oh sites are essentially equal [56], and 
therefore the area of the different components can give information 
about the cationic distribution. Furthermore, such spectra can also 
give information about the degree of alignment of magnetization 
with the applied field. In particular, a direct estimation of the angle 
defined by the direction of the effective magnetic field (Befc) at the 
nucleus and the g-beam direction for both tetrahedral and octahedral 
components can be obtained. The effective hyperfine field at the 
nucleus is given by the vector sum of Bapp and Bhyp:

 B B B B B
hyp efc

2

app

2

efc app
= + - 2 cosq  (5.7)

where θ is the angle between the effective magnetic field at the 
nucleus and the γ-ray direction (Fig. 5.2).
For a thin absorber, the relative area of the six lines is given by 
3:p:1:1:p:3, where

 p =
+
4

1

2

2

sin

cos

q
q

.  (5.8)

 From Eq. 5.8 it is evident that, if Befc is perfectly aligned along the 
γ-ray direction, the intensity of lines 2 and 5 vanishes. The nonzero 
intensity of lines 2 and 5 in the spectrum (Fig. 5.3b) indicates the 
presence of a noncollinear magnetic structure, with some spins 
that are not aligned parallel or antiparallel to the external magnetic 
field. Using Eq. 5.5 it is possible to calculate the average value of the 
canting angles. This spin canting was attributed by Coey to surface 
ions for which the reduced number of magnetic neighbor ions results 
in magnetic frustration, which leads to a noncollinear spin structure 
[8]. Later, spin canting has been also observed in many studies in 
several nanostructured FiM systems, and generally speaking, it was 
attributed to competing interactions between sublattices, yielding 
magnetic disorder at the particle surface [2, 9, 57]. This hypothesis 
has also been confirmed by polarized neutron scattering [58] and 
further Mössbauer experiments [59] in cobalt and nickel ferrite, 
respectively. 
 At the end of his pioneering work, Coey claimed that “however 
some canting in the interior [of the particles] cannot be excluded.” 
This insight was confirmed by subsequent following studies, taking 
advantage of the selective sensitivity of Mössbauer spectroscopy 
only to 57Fe that has a natural abundance of about 2% [17, 60]. 
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Indeed, by coating the surface of nanoparticles with 57Fe-enriched 
iron, Parker et al. showed that the canting can be a finite-size effect, 
which also occurs in the interior of the particles [61] and this was 
ascribed to the sublattice anisotropy [62]. Later, Morales et al. 
investigated maghemite nanoparticles, showing that internal spin 
canting can arise from structural disorder as well [10, 63]. More 
recently internal spin canting has been observed also in CoFe2O4 
nanoparticles, showing the influence of the synthesis procedure on 
producing a noncollinear spin structure [20].

Figure 5.3 Mössbauer spectra recorded at 5 K on g-Fe2O3 nanoparticles 
without (a) and under (b) an applied field of 5 T. Reproduced 
with permission from Coey, J. M. D. (1971). Non-collinear spin 
arrangement in ultrafine ferrimagnetic crystallites, Phys. Rev. 
Lett., 27, 17.

5.3.1.1 Temperature dependence of spin canting 

The temperature evolution of Mössbauer spectra under an intense 
magnetic field indicates that mean canting angles decrease with 
increasing temperatures and spin canting apparently disappears 
above a certain temperature. This effect has been observed in several 
nanoparticles (g-Fe2O3 [61, 64], tin-doped g-Fe2O3, Mn0.25Zn0.75Fe2O4, 
Li1.125Ti1.25Fe0.625O4, iron oxide substituted with diamagnetic ions 
[65]) and, more recently, in CoFe2O4 nanoparticles dispersed in 
silica matrix [20]. Generally speaking, this trend can be explained 
by rapid fluctuations of the spin components that are perpendicular 
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to the applied field (transverse relaxation) such that the average 
canting angle is zero. Theoretical studies [17, 66] indicated that, 
due to symmetry, a canted state with canting angle θc is commonly 
accompanied by another canted state with canting angle −θc [66]. 
At finite temperature, the thermal energy may be sufficient to 
overcome the energy barrier separating these two canted states, 
and the ions may then perform transverse relaxation in a certain 
time (tt) between the two states [67]. If tt is much higher than the 
experimental time window of Mössbauer spectroscopy, only the 
spin components that are perpendicular to the applied field will 
be sensed, and an apparent collinear structure is observed. Then, a 
decrease of lines 2 and 5 is observed with an increase in temperature, 
because the nucleus only experiences an average field parallel to the 
applied field. In fact, under these conditions, the effective magnetic 
field at the nucleus will be given by 

 B B
eff hf c

ª 0
cosq , (5.9)

where B
hf

0  is the hyperfine field if the canting is static. An evidence 
of fast spin fluctuations at high temperature was also given by FM 
resonance and inelastic neutron-scattering studies [68] on g-Fe2O3.

5.3.2 Iron Oxides with a Spinel Structure 

Among magnetic iron oxides compounds with a spinel structure 
(MeIIFeIII

2O4; MeII = Fe2+, Co2+, Mn2+, Ni2+) represent probably the 
most important class, because the rich crystal chemistry of spinels 
offers excellent opportunities for fine-tuning of the magnetic 
properties. Spinels have a face-centered cubic structure in which 
oxygen atoms are cubic close packed. The structure contains two 
interstitial sites, occupied by metal cations, with tetrahedral, (Td) 
site, and octahedral, [Oh] site, oxygen coordination resulting in 
different local symmetry. When (Td) sites are occupied by MeII 

cations and [Oh] sites are occupied by FeIII cations, the structure is 
called normal spinel, (MeII) [FeIII]. If the (Td) sites are completely 
occupied by FeIII and [Oh] sites are randomly occupied by MeII and 
MeIII the structure is referred to as inverse spinel, (FeIII) [FeIII MeII]. 
In general cationic distribution in octahedral and tetrahedral sites 
is quantified by the inversion degree (g), which is defined as the 
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fraction of divalent ions in octahedral sites [36, 69, 70]. A schematic 
representation of a normal spinel structure is reported in Fig. 5.4a.
 The magnetic properties of oxides with a spinel structure can be 
understood by studying the magnetic coupling among atoms. In fact, 
exchange interactions between atomic magnetic moments in Td (JTT) 
and Oh (JOO) interstices give rise to two magnetic sublattices, with FM 
ordering between the ions located in each site, respectively. On the 
other hand, interactions between magnetic ions in Td and Oh sites 
(JTO) induce AFM order, and they are 10 times higher than JTT and JOO 
interactions. Then the dominant intralattice JTO interaction induces 
a noncompensated AFM order (ferrimagnetism) between Td and 
Oh sublattices. Therefore the net magnetization can be considered 
proportional to the difference between Td and Oh sublattice 
magnetization [67, 69]. Also magnetic anisotropy is related to the 
cationic distribution because single-ion anisotropy in divalent ions 
depends on interstitial sites. A schematic representation of a normal 
spine structure is reported in Fig. 5.4b.

(a) (b)

Figure 5.4 (a) Schematic representation of the crystalline normal spinel 
structure highlighting the two interstitial sites with octahedral 
(gray) and tetrahedral (blue) oxygen coordination. Blue and 
red spheres represent Fe3+ and divalent cations (Fe2+, Co2+, Ni2+, 
etc.), respectively. (b) Schematic representation of the magnetic 
structure in a normal spinel: the dominant intralattice JTdTd 
interactions induce a noncompensated AFM order between Td 
and Oh sublattices (ferrimagnetism). Black arrows represent 
magnetic moments, with modules proportional to the length, 
associated with magnetic cations.

 From this picture, it is clear that magnetic properties of spinel 
oxides can be explained by magnetic coupling. This coupling is closely 
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related to the chemical composition and crystalline structure of the 
materials. In fact, JTT, JOO, and JTO depend on the chemical identity 
of MeII and on its host interstitial site. As an example, Sawatzky et 
al., in a systematic study on spinel ferrites [56, 71], showed that in 
CoFe2O4 superexchange interactions [Fe3+]–O2––(Co2+) are weaker 
than [Fe3+]–O2––(Fe3+) and in MnFe2O4 [Mn2+]–O2––[Mn2+] are 
negligible with respect to (Mn2+)–O2––(Mn2+). Then, adjusting the 
chemical identity of MeII and tuning the cationic distribution the 
magnetic configuration of MeIIFeIII

2O4 can be chemically engineered 
to provide a wide range of magnetic behaviors [18, 70]. It should 
be remarked that the inversion degree depends on the thermal 
history of the materials [72], and it can also depend on particle 
size [20], although this dependence is still debated in the literature  
[11, 20, 73].

5.3.3 Spin Canting and Cationic Distribution: Magnetic 
Structure of Spinel Ferrite Nanoparticles

Starting from this framework, the magnetic structure of 
nanostructured spinel ferrite systems is due to the complex interplay 
between cationic distribution and spin canting. Understanding the 
intercorrelation between these two elements represents the key 
point for governing the magnetic structure, and then the magnetic 
properties, of these systems. In the following section the magnetic 
structure of CoFe2O4 nananoparticles (CoFeO) prepared by a thermal 
decomposition method [29, 74] will be described.
 The crystalline and magnetic structures of a sample were 
investigated by NPD. Neutron powder diffraction is one of the most 
powerful tools for studying the magnetic and crystalline structure of 
materials. Indeed, neutrons may interact with both the nucleus and 
the nuclear magnetic moment in the lattice, giving both the crystal 
structure and the magnetic order of materials. In addition, the great 
variation of the neutron-scattering length allows us to distinguish 
certain adjacent elements on the periodic table and to determine the 
lattice site composition with high precision. This is very useful in 
ferrites, MeIIFe2O4, that can be chemically engineered using divalent 
cations with similar ED. As an example, due to the small difference in 
ED, X-ray diffraction (XRD) cannot distinguish Co2+ from Fe3+. On the 
other hand, the neutron-scattering length is very different (Fe 1.10 
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¥ 10–12 cm, Co 0.253 ¥ 10–12 cm), allowing us to easily determine the 
cationic distribution. 
 NPD experiment on a CoFeO sample was carried out at 300 K 
(Fig. 5.5a). Rietveld refinement indicates only the presence of the 
CoFe2O4 phase crystallized in the FdN3m space group with a mean 
particle size around 6 nm. The obtained cationic distribution was 
(Fe0.73Co0.27)[Fe0.63Co0.37]2O4, corresponding to an inversion degree 
of gNPD = 0.74 (Table 5.1). Structural values obtained by Rietveld 
refinement are in very good agreement with the expected values 
for nanostructured CoFe2O4 (Table 5.1) [18, 19]. Nanoparticles 
display the typical FiM structure of the inverse ferrite, with the 
magnetization of the Oh sublattice in the opposite direction with 
respect to that of the Td sublattice (Fig. 5.5b). The refined magnetic 
moments at the Td and Oh sublattices are lower with respect to the 
values reported in the literature for CoFe2O4 nanoparticles with 
similar particle size and cationic distribution [18], suggesting that 
some noncollinear spin components coexist with the ordered spins 
[75]. To get a complete view of the magnetic structure, a Mössbauer 
spectrum was recorded at 10 K under a magnetic field of 8 T 
applied parallel to the g-beam direction. The spectrum is consistent 
with an FiM structure without any superparamagnetic relaxation  
(Fig. 5.6a). The refinement of the in-field spectrum allows us 
to attribute clearly the two magnetic components to the Fe3+ in 
tetrahedral and octahedral sites, according to the values of the isomer 
shift (Table 5.1) [20], with a cationic distribution (Fe0.76Co0.24)
[Fe0.62Co0.38]2O4 and gMSiF 0.76. It should be emphasized that the 
inversion degree obtained by in-field Mössbauer investigation is in 
good agreement with that estimated from NPD analysis, within the 
experimental error of the two techniques (Table 5.1). However, MSiF 
allows us to better describe the magnetic structure of the particle, 
taking into account the magnetic disorder. In fact, lines 2 and 5 have 
nonzero intensity and this reveals the presence of a noncollinear 
spin structure. The modeling of the in-field Mossbauer spectrum 
allows us to determine both the magnetic effective field and the 
canting angle of the iron atoms located in Td and Oh interstitial sites 
(Fig. 5.6b). Due to the strong asymmetrical broadening of the lines 
the chosen fitting-model-involved Befc distribution that has been 
correlated to the canting angle distribution, showing as the spin 
canting, is extended over iron atoms in both interstitial sites, as 
already observed in several ferrites [2, 76, 77]. 
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(b)

(a)

Figure 5.5 (a) Neutron diffraction pattern (symbols) and Rietveld 
refinement (line). Reproduced with permission from Ref. [21]. 
(b) Schematic representation of the crystalline and magnetic 
structures obtained by NPD. Nanoparticles display the typical 
FiM structure of inverse ferrites, with magnetization of the 
Oh sublattice oppositely directed that of the Td sublattice. 
Blue and red spheres represent Fe3+ and Co2+, respectively, 
and the cationic distribution, (Fe0.73Co0.27)[Fe0.63Co0.37]2O4, is 
schematically represented as relative chromatic percentage in 
each site. 
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Figure 5.6 (a) 57Fe Mössbauer spectrum obtained at 10 K in an 8 T 
magnetic field applied parallel to the g-beam. Reproduced with 
permission from Ref. [21]. (b) Schematic representation of the 
crystalline and magnetic structures obtained by Mössbauer 
spectroscopy under an intense magnetic field. MSiF confirms 
the cationic distribution obtained by NPD, allowing us to 
better describe the magnetic structure, taking into account the 
canting of the spins. 

 In FiM structures the spin canting can be explained in terms 
of the Yafet–Kittel triangular arrangement due to the magnetic 
frustration resulting from the competition between JOT and JTT 
exchange interactions. In general, the main features of the spin 
structure may be understood on the basis of the expression for the 
magnetic energy of an ion located, for example, in Oh sites [66, 67]: 
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where Ea represents the magnetic anisotropy energy and the second 
term is the interaction of the spin SOh under an applied field. In 
the first approximation, it is reasonable to consider only the next 
neighboring magnetic ions: in the third term JTd1 and JOh1 represent 
the exchange-coupling constants of spin SOh, with the spins located 
in the next neighboring Td and Oh sites, respectively [71]. For the 
Fe3+ ions the contribution of the anisotropy energy to the magnetic 
energy is expected to be small as compared to the exchange energy 
[78], and the spin structure can be considered related mainly to the 
exchange-coupling energy. On the other hand, the high single-ion 
anisotropy of Co2+20 suggests that the canting involves mainly Fe3+ 

ions, as already observed in molecular compounds [32, 79].

Table 5.1 Structural data and cationic distribution obtained from 
Rietveld refinement of NPD data at 300 K; fitting parameters 
of in-field Mössbauer spectra (T = 10 K, Happl = 6 T) of CoFeO: 
isomer shift (d), quadruple shift (2ε), mean canting angle 
(<θc>), and relative fraction of the Fe3+ located in Td and Oh 
sites. Reproduced with permission from Ref. [21]

Neutron powder diffraction

Cell size
(Å)

O coordinate
(x)

<D>
(nm)

R-Bragg
(%)

R-factor
(%)

8.3777(4) 0.2564(1) 6.0 3.46 1.65
g 0:74 C.D.: (Fe0.73Co0.27)

[Fe0.63Co0.37]2O4

Mössbauer spectroscopy under an intense field

<δ> (mm.s–1)
± 0.01

<2ε> (mm.s–1)
± 0.01

<qc> (°)
± 10

FeTd,Oh
3+/Fetotal

3+

± 0.01
FeA

3+ 0.36 -0.04 41 0.38
FeB

3+ 0.47 -0.03 36 0.62
g 0:76 C.D.: (Fe0.76Co0.24)

[Fe0.62Co0.38]

 In the spinel ferrite structure each tetrahedral Fe3+ ion is sur-
rounded by 12 octahedral ions, while an octahedral Fe3+ ion has 
only 6 tetrahedral nearest neighbours [56]. Starting from the cati-
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onic distribution obtained by MSiF and NPD investigation, it can 
be reasonably assumed that in our nanoparticles each Oh-Fe3+ has 
in average two Td-Co2+ and four Td-Fe3+ (Fig. 5.7a) neighbors. On 
the one hand a Td-Fe3+ atom is surrounded in average by seven  
Oh-Fe3+ and five Oh-Co2+ atoms (Fig. 5.7b). Then, Fe atoms located in 
the octahedral site are surrounded by ~67% iron atoms in the tetra-
hedral site, while iron atoms on Td sites have as next neighbors ~59% 
iron atoms in Oh sites. Calculations based on molecular field theory 
indicate that the superexchange interactions [Fe3+]–O2––(Co2+),  
J1 = 13.7 K, are weaker than [Fe3+]–O2––(Fe3+), J2 = 20.1 K [56]. Then, 
Fe3+ ions with octahedral and tetrahedral symmetry feel a similar  
total superexchange strength. Keeping in mind that JOhTd interactions 
are predominant with respect JTdTd and JOhOh [67], these arguments 
qualitatively explain why the canting in this sample extends to both 
Td and Oh sites. However, neutron diffraction and Mössbauer studies 
have provided evidence that spin canting can be also restricted to a 
single magnetic sublattice [29, 59, 80] and no clear physical explana-
tion has been suggested.
 To clarify this point it is useful to discuss the magnetic structure 
of CoFe2O4 nanoparticles dispersed in a silica matrix with a particle 
size between ∼3 nm and ∼30 nm and prepared by a similar synthesis 
procedure [81], showing spin canting mainly restricted to an Oh 
magnetic sublattice [11, 20]. In particular, two nanocomposites 
with 10% and 5% of the magnetic phase (CoFeON10 and CoFeON5, 
respectively) appear ideal to elucidate this issue. Indeed, TEM and 
high-resolution transmission electron microscopy (HRTEM) analyses 
on both samples showed crystalline nanoparticles homogeneously 
dispersed in a silica matrix with an equal mean particle size  
(<DTEM> ≈ 3 nm) within the experimental error. Despite the same 
particle size, Mössbauer spectra recorded at low temperature  
(6 K) under an intense magnetic field (6 T) indicate that the cationic 
distribution, fraction of canted spins, and mean canting angle are 
different in the two samples (Table 5.2).
 The best fitting was obtained assuming for some of the iron atoms 
in Td and Oh sites a perfect FiM local environment. To represent ions 
with canted spins a third sextet was introduced, showing a value 
of isomer shift typical for octahedrally coordinated Fe3+ in spinels. 
This indicates that the canted spins are mainly located in the Oh sites  
[11, 20].
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Figure 5.7 Schematic representation of the magnetic environment of iron 
atoms located in Oh (a, c, e) and Td (b, d, f) sites for CoFeO, 
CoFeON10, and CoFeON5 samples.

 Starting from the cationic distribution obtained by MSiF spectra, 
it is possible to define the chemical surrounding in CoFeON10 and 
CoFeON5, as sketched in Figs. 5.7b,c and 5.7d,e, respectively. In 
CoFeON10 Fe3+ ions located in the Oh site are surrounded by ~50% 
iron atoms in the tetrahedral site, while iron atoms in Td sites have 
as near neighbors ~75% of iron atoms in Oh sites. Thus, iron atoms 
located in the interstitial site with a tetrahedral symmetry feel a 
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total superexchange strength, which is definitely higher than that 
felt by the iron atoms located in the octahedral site. This explains 
the reason why this sample shows canting extended only to Oh 
sites. Going to CoFeON5 a further decrease of (Fe3+) in the chemical 
surrounding of [Fe3+] is observed, leading to a further decrease of 
the total superexchange interactions felt by octahedral iron. This 
is reflected in an increase of the fraction of canted spins and of the 
mean canting angle.
 This experimental framework shows that spin canting, probably 
localized at the particle surface, in CoFe2O4 depends on cationic 
distribution. The physical origin of this dependence has been 
found in the different strength of superexchange interactions 
between [Fe3+]–O2––(Co2+) and [Fe3+]–O2––(Fe3+). This model can be 
extended to other spinel ferrites because important differences in 
superexchange interactions are found in several divalent cations. As 
an example, molecular field theory indicates the ratio J1/J2 equal to 
0.68 and 0.66 for CoFe2O4 and MnFe2O4, respectively [56].

5.4 Magnetic Properties of Spinel Ferrite 
Nanoparticles: Influence of the Magnetic 
Structure

The first step to understand the influence of magnetic structure 
on the magnetic properties in spinel ferrites is to discuss the 
magnetic behavior of canted spins and, more generally, the so-called 
surface effect in nanoparticles. Then, attention will be focused on 
the correlation between the magnetic structure and the magnetic 
properties of CoFe2O4 nanoparticle assemblies, with particular 
attention to magnetic anisotropy and saturation magnetization. To 
exclude the influence of interparticle interactions, the discussion 
will be focused on nanoparticles dispersed in a silica matrix with 
low percentage of the magnetic phase (i.e., noninteracting system).

5.4.1 Surface Magnetism

The CoFeON5 sample appears to be an ideal system to discuss the 
influence of surface magnetism on magnetic properties of a material. 

Magnetic Properties of Spinel Ferrite Nanoparticles
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Low-field (5 mT), zero-field-cooling (ZFC), and field-cooling (FC)b 
magnetization curves (Fig. 5.8a) exhibit a blocking process typical 
of an assembly of very weakly interacting single-domain magnetic 
particles. The temperature corresponding to the maximum in the 
ZFC curve (Tmax) is proportional to the mean blocking temperature, 
with the proportionality constant depending on the type of Tb 
distribution. The temperature below which the ZFC and FC curves 
show an irreversible behaviour (Tirr) is associated with the blocking 
of the biggest particles [82], and above this temperature a fully 
superparamagnetic regime is entered into [2, 32]. The continuous 
increase of MFC with decreasing temperature indicates that 
interparticle interactions, if present, are negligible. This is confirmed 
by alternating current (AC) magnetic susceptibility measurements, 
showing that the Néel–Brown model for superparamagnetic 
relaxation (Eq. 5.2) well describes the variation of blocking 
temperature with frequency [11]. 
 The magnetic structure of nanoparticles has been carefully 
described in Section 5.3.,2 and a summary of the MSiF results is 
reported in Table 5.2. In particular, the relative area of lines 2 and 
5 indicates that 32% of the spins are canted with respect to the 
direction of the external magnetic field, with a mean canting angle 
of 42°. Assuming that all canted spins are located at the particles’ 
surface, a core-shell model (ferrimagnetically ordered core and 
randomly canted magnetic shell) can be considered (Fig. 5.9). Then, 
it is possible to give an estimation of the thickness of the canted 
layers (t) using the formula [83] 

 t D
=

< >
TEM

c
4

2
sin q . (5.11)

 A canted layer thickness of 0.3(1) nm and consequently a 
ferrimagnetically ordered core of 2.3(1) is obtained. To gain a better 
understanding of the influence of surface spins on the magnetic 
behavior of nanoparticles a deep magnetic investigation has been 
carried out below Tmax. At first, nonequilibrium dynamics were 
investigated by means of ZFC magnetic memory effect measurements. 
bZFC and FC measurements were carried out as follows: The sample was first cooled 
down from 325 K to 5 K in a zero magnetic field, then a static magnetic field was 
applied, and MZFC was measured during warming up from 5 K to 325 K; finally the 
sample was cooled down to 5 K under the same magnetic field, and MFC was measured 
during the cooling.
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Figure 5.9 (a) Two-dimensional sketch of a spherical FiM nanoparticle 
with a ferrimagnetically ordered core and a spin-glass-like 
surface.

Table 5.2 Mean particle size by TEM (<DTEM>), inversion degree (g), 
cationic distribution, relative areas of lines 2 and 5 (A2,5)a, 
mean canting angle (<θc>), and effective anisotropy constant 
determined by AC measurements

Samples
<DTEM> 

nm g
Cation 

distribution
A2,5

 (%)
<qc>
(°)

Ka

(J/m3)

CoFeON5 2.8(3) 0.20 (Co0.80 Fe0.20)
[Co0.20 Fe1.80]O4

32(1) 42(1) 1.7 ¥ 106

CoFeON10 2.9(3) 0.44 (Co0.56Fe0.44)
[Co0.44 Fe1.56]O4

17(1) 37(1) 1.6 ¥ 106

CoFeON15 6.7(4) 0.52 (Co0.48Fe0.52)
[Co0.52Fe1.48]O4

15(1) 38(1) 1.9 ¥ 105

Uncertainties in the last digit are given in parentheses.
aThe area of lines 2 and 5 is normalized by the total area of the spectrum. 
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Figure 5.8b shows two ZFC magnetization curves measured with an 
external magnetic field of 10 mT in the temperature range of 5–60 
K. The reference curve (full circles) was recorded with the normal 
ZFC procedure from 150 K. The memory curve (empty circles) 
was measured in the same way but after keeping the sample at a 
constant temperature (5 K) in the zero field for three hours. In the 
ZFC memory curve, a decrease of magnetization is observed in the 
range of 5–30 K. In the inset of Fig. 5.8b the thermal dependence of 
the relative percentage decrease of the memory curve with respect 
to the reference curve, M = (Mref − Mmem)/Mref, is reported. The aging 
effect is typical in spin glasses and assembly of interacting magnetic 
nanoparticles (SSG), and it is due to the relaxation during the waiting 
time for a more stable spin configuration, as explained by both the 
hierarchical energy and the droplets model [84–86]. We clearly 
showed that in our system interparticle interactions are negligible; 
then, the observed behavior can be ascribed to the anisotropic 
freezing of surface spins with spin-glass-like features. These 
results were confirmed by Monte Carlo simulation [33] (Fig. 5.8c), 
indicating that a random surface anisotropy 20 times bigger than the 
core can be accounted for the observed aging effect. This frame was 
completed by a careful study of time dependence of magnetization 
(i.e., relaxation measurements) that confirms a progressive random 
spin-glass-like freezing of the surface spin below 30 K [32].
 An investigation of magnetization reversal has been performed 
by relaxation measurements at low temperature (5 K). In particular, 
the sample was brought to a negative saturation field (−5 T); then a 
reverse field was applied, and the time dependence of magnetization 
was measured. As expected for a log-normal distribution of 
anisotropy energy barriers and particle size [11], a logarithmic 
decay of the magnetization was observed [87]:

 M(t) = M0 S ln(t), (5.12)

where S is the magnetic viscosity. By fitting the data to a logarithmic 
decay (Eq. 5.12), the magnetic viscosity was estimated at different 
values of the reversing field. By combining Smax, obtained for a 
reverse field of ~1.5 T, with the irreversible susceptibility (χirr), 
it is possible to estimate the activation volume by the equation  
[32, 88, 89] 
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 V k T
M Hact

B

s f

= ,  (5.13)

where all the parameters are as previously defined. The activation 
volume represents the smallest volume of material that reverses 
coherently in an event [90].
 Considering spherical particles, as showed by TEM and 
HRTEM characterization, the Vact value corresponds to a mean 
magnetic diameter of 2.3(1) nm, in agreement with the diameter 
of a ferrimagnetically ordered core obtained by MSiF. These results 
indicate that at 5 K a coherent reversal process in the particles 
involves only a 2.3 nm core ferrimagnetically ordered. Canted 
spins are frozen in a spin-glass-like state with such high anisotropy 
(Monte Carlo simulation indicates 20 times bigger that the core) that 
they don’t take part in the reversal process. A substantially similar 
magnetic behavior has been observed in a CoFeON10 sample [33]. 

5.4.2 Magnetic Anisotropy

The presence of a shell of canted spins that undergoes a progressive 
spin-glass-like freezing below 30 K, influences the magnetic 
anisotropy of the whole system. Virgin magnetization recorded at 
different temperatures in the range 5–40 K (Fig. 5.10a) shows a 
nonsaturating character increasingly pronounced with decreasing 
temperature, as shown by the increase of the magnetization slope at 
5 T, (dM/dH)5 T, below 30 K (Fig. 5.10b) and more pronounced below 
15 K. This trend indicates a strong increase in anisotropy that can be 
directly correlated with the magnetically disordered surface spins 
undergoing a freezing process with moments in random directions 
[91–94]. The formation of an anisotropic frozen disordered shell 
below 30 K is supported by the observation of interface exchange 
coupling (IEC) between the FiM core and a more anisotropic phase 
formed below this temperature. The observed exchange bias (EB) 
originates from the pinning action exerted by the anisotropic 
disordered frozen spins on the adjacent ferrimagnetically ordered 
core spins [7, 95]. Thermal dependence of the EB field (μ0He), 
coercive field post-ZFC (μ0Hc_ZFC), and post-FC (μ0Hc_FC) is shown in 
Fig. 5.10c. The appearance of EB is accompanied by a more rapid 
increase of μ0Hc, confirming that an extra source of anisotropy 
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due to the freezing of surface spins appears below 30 K. As clearly 
shown in Fig. 5.10c, there are no differences between Hc_ZFC and 
Hc_FC. This indicates that, as shown by Vact measurements, there 
are no canted spins of the surface layer rotating with the FiM core 
spins. Surface spins are highly anisotropic below 30 K, and through 
exchange coupling they exert a torque on the FiM core spins in the FC 
direction, tending to hinder their reversal when the field is reversed. 
It is interesting to observe that the effective anisotropy constant 
measure by AC susceptibility experiment (Ka = 1.7 ¥ 106 J/m3)  
confirms this interpretation, showing a value much larger with 
respect to the bulk (Ka_bulk = 3.0 ¥ 105 J/m3).
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Figure 5.10 (a) Virgin curves at different temperatures in the range of 5–40 
K; (b) thermal dependence of (dM/dH)5 T; thermal dependence 
of the EB field (Heb) and coercive field measured post-ZFC  
(HC_ZFC) and post-FC (HC_FC). All the figures are reproduced 
with permission from Ref. [32].

5.4.2.1 Influence of the cationic distribution

As we discussed in Section 5.3.2, independently of the surface effect, 
cationic distribution can strongly influence the magnetic anisotropy 
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of iron oxide with a spinel structure. Indeed, single-ion anisotropy, 
especially of divalent ions, strongly depends on the symmetry of the 
interstitial site. To take into account this effect it is interesting to 
discuss the magnetic properties and magnetic structure of CoFe2O4@
SiO2 nanocomposites with 15% of a magnetic phase (CoFeON15). 
The XRD pattern clearly shows the presence of a single spinel cubic 
phase corresponding to CoFe2O4 (pdf card 22.1085) [20]. TEM 
and HRTEM investigations show almost spherical particles, well 
dispersed in a silica host matrix. The particle size distributions 
are fitted with log-normal functions, and the mean particle size is 
6.7 nm. MSiF investigation shows a magnetic structure that can be 
discussed in the framework defined in Section 5.3.2 (Table 5.2). 
In fact, CoFeON samples show canting localized in Oh sites, going 
from CoFeON5 to CoFeON15, an increase of cobalt corresponding to 
a decrease of canting. Figure 5.1 clearly shows that the surface–
volume ratio considerable decreases, going from 3 nm to 7 nm, 
leading to a predominant role of magnetocrystalline anisotropy in 
the nanocomposite with a 15% magnetic phase. In fact, the effective 
anisotropy constant determined for CoFeON15 by AC susceptibility is 
much smaller than that of CoFeON5 and slightly higher with respect 
to the bulk value. Especially this last result is surprising, because 
the effective magnetic anisotropy is usually larger in nanoscale 
particles [20, 51, 67]. The value of the effective anisotropy constant 
in a CoFeON15 sample can be explained by the cationic distribution. 
Indeed, Co2+ ions located in tetrahedral sites (4A2 crystal field ground 
energy term) show smaller single-ion anisotropy (–79 ¥ 10–24 J/ion) 
with respect to Co2+ ions in octahedral sites (+850 ¥ 10–24 J/ion), 
showing larger magnetocrystalline anisotropy due to the orbital 
contribution in the 4T1 ground energy term [96, 97]. On the contrary, 
<Keff> is found to increase with decreasing Co occupation of the Oh 
sites (i.e., moving from the CoFeON15 to the CoFeON5 sample). This 
indicates that other contributions are more important in determining 
the effective anisotropy of particles, presumably mainly the surface 
contribution, since Keff increases with decreasing particle size.

5.4.3 Saturation Magnetization

Saturation magnetization is one of the most important magnetic 
features for application of nanoparticles in biomedicine and 
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catalysis [3, 98]. In addition, the observed variation of Ms with 
respect to bulk materials is one of the most controversial issues in 
the fundamental research on the magnetic behavior of nanoparticles 
[99]. In many studies on maghemite (γ-Fe2O3) and magnetite 
(Fe3O4) nanoparticles, a reduction has been observed and attributed 
to spin canting, due to competing interactions between sublattices 
that yield magnetic disorder at the particle surface [8, 76, 99]. On 
the other hand, a steep rise in saturation magnetization at low 
temperature has been reported for FiM nanoparticles [80, 100]. 
This phenomenon has been generally explained by the freezing of 
surface canted spins, and some investigations into the dependence 
on particle size have been carried out [80, 100]. A clear view 
of this complex matter is related to a full understanding of the 
nanoparticles’ magnetic structure. Following the drawn line, we 
will start to discuss magnetic properties of a CoFeON5 sample. In 
fact, CoFe2O4 nanoparticles in this system show at 5 K a saturation 
magnetization value (Ms_5 K = 109 A·m2·kg–1) higher than the bulk 
system (Ms   _bulk 5 K = 86–93 A·m2·kg–1). The temperature dependence 
of Ms in the range of 5–300 K reveals the appearance of an extra 
contribution to Ms below 50 K. Using a phenomenological approach 
[59] the onset temperature (Tonset) at which the extra contribution to 
saturation magnetization appears was determined. By considering 
the temperature range of 150–300 K, a value of Ms was extrapolated 
for T = 0 K Ms(0) = 89 A·m2·kg–1 (dashed line in figure X11a), and 
to quantify the increase in Ms, the term Ms(T) = Ms(T) − Ms(0) was 
defined. The thermal dependence of Ms (inset of Fig. 5.11b) is well 
described by the relation

 DM T
T

µ -1

onset

, (5.14)

where Tonset = 30 ± 2 K is obtained.
 Thus, an increase of Ms can be correlated with the spin-glass-like 
surface freezing. Starting from the picture drawn by MSiF and by 
magnetic measurements, the magnetic structure of nanoparticles is 
schematically represented (Fig. 5.11b).
 Magnetization measurements indicate that at T > 30 K the 
canted spins can freely fluctuate, giving negligible contribution to Ms 
[80 100]. Progressive freezing in a disordered structure with high 
anisotropy is observed with decreasing temperature. At 0 K, 32% of 
the iron spins will be frozen with a mean angle of 42° with respect to 
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the external field, and each canted spin will give a mean contribution 
to saturation: 

 meff = matomic × cos 42° (5.15)
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Figure 5.11 (a) Thermal dependence of saturation magnetization. (Inset) 
Dependence of DMs on temperature, where DMs(T) = Ms(T) − Ms(0).  
(b) Schematic representation of the magnetic structure in na-
noparticles on a CoFeON5 sample. Reproduced with permission 
from Ref. [32].
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 Starting from this picture, Ms extrapolated at 0 K, considering the 
range of 300–50 K (Fig. 5.11a), is due only to the FM core (Ms core). 
On the other hand, the magnetization extrapolated at 0 K, considering 
the range 50–5 K, is due to the contribution of both frozen canted 
spins and magnetically ordered core (Ms). Some calculations were 
performed to verify this model quantitatively (Table 5.3). Assuming 
that Fe3+ and Co2+ have a moment of 5 μB and 3 μB, respectively  
[9,101], and considering that at high temperature the canted spins 
do not give contribution to magnetization, the theoretical magnetic 
moment × chemical formula (μC.F.) equal to 3.3 μB is obtained. This 
value is comparable with the value obtained from the Ms core 
(3.6 μB). Using Eq. 5.15 to calculate the mean contribution to the 
saturation magnetization of each canted iron atom, a theoretical μC.F. 
of 5.45 μB is obtained at 0 K. A substantial agreement is obtained 
with the experimental results (5.56 μB). It is worth nothing that 
the temperature dependence of Ms in both samples (Fig. 5.12A) 
has the same trend, although a more rapid increase is observed in 
the CoFeON5 sample, consistent with the high degree of canting in 
the most diluted nanocomposites. To validate these results, this 
model was applied also to the CoFeON10 sample, which shows a 
similar particle size but a different magnetic structure. Calculations 
performed on the CoFeON10 sample at low temperature show a good 
agreement, within experimental error, with experimental data also 
for this sample (Table 5.3).

Table 5.3 Calculated (th) and experimental (exp) magnetic moment ¥ 
formula unit (μC.F.) and percentage difference between the two 
quantities for the sample CoFe, CoFeN10, and CoFeN5

Sample μC.F. Th (μB) μC.F.exp (μB) DμC.F (%)

CoFeO 4.6 4.2 8.5
CoFeON10 5.0 4.7  6
CoFeON5 5.4 5.6 3.5

 Although a different fitting model was used, the same approach 
works in explaining the saturation magnetization values of a CoFe 
sample. In this case the spin canting, extended to both interstitial 
sites, has been described using a distribution of the canting angle. 
Then using Eq. 5.15 and the distribution of canting angles it is possible 
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to obtain the distribution of effective iron magnetic moments for 
each sublattice (Fig. 5.12b), giving an indication of the influence of 
spin canting on magnetic moment. The obtained magnetic structure 
allows us to estimate the values of 2.32 mB and 3.44 mB for Td and Oh 
sublattice mean magnetic moments. They correspond to mC.F.: 4.56 
mB, slightly higher (8.5%) than the value obtained by magnetization 
measurements (4.17 mB).
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6.1 Short History of Magnetic Recording

Magnetic recording was invented over a century ago by Valdemar 
Poulsen [1]. Although magnetic recording had been invented in 1898, 
it was not until the late 1920s that the technology was successfully 
marketed to the public [2]. The recording medium of that era was 
magnetic tapes for archive files or recording sound, but the major 
disadvantage was the fast random access capability. The access time 
was longer than other methods of recording available that period, 
such as punch cards. In 1956 IBM invented the first hard disk drive 
(HDD) named RAMAC (the random access memory accounting 
system) to overcome the random access problem in stored material 
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[3]. RAMAC had a capacity of 5 MB, and after that started the golden 
age of exponential growth in performance and utilization. The areal 
density (AD) increased to the order of 108 times in a period of 50 
years. Nowadays HDDs offer an AD of 600 gigabits per square inch 
(Gb/in2). Besides Moore’s law from the semiconductor industry, 
which is the most frequently cited metric for information technology 
advance, magnetic recording has exhibited equally impressive 
advances in storage (AD) and cost reduction. In both fields, adherence 
to geometrical scaling is a guiding principle in this advance (Fig. 6.1). 

Figure 6.1 AD progress in IBM hard disks. Courtesy of Grochowski, E., 
Halem, R. D. (2003). IBM Syst. J., 42, 338.

 In the 1970s and 1980s, AD underwent an annual compound 
growth at a rate of ~30%. It should be noted that the significant 
improvement came in 1991, with the introduction of thin-film media 
as well as the magnetoresistive head. This accelerated AD growth 
from 30% to 60% per annum. Magnetic recording with an AD up to 
10 Gbit/in2 was demonstrated in 1997. 
 In data storage devices there has to be a medium for storing 
information. In magnetic recording the medium is tape or disk and 
satisfies two basic principles. The first is magnetized grains with 
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north and south poles out of which the magnetic stray field stems and 
can be sensed by a conventional magnetic field sensor. The second 
prerequisite is the ability to change the polarity of magnetic grains 
by applying an external magnetic field, which is usually produced 
using an electromagnet. 
 In longitudinal recording technology were needed many 
grains to store a bit, which are isolated with zigzag transition. The 
polarities of small multigrain magnets are parallel to the surface 
of the hard disk. When two identical poles are next to each other 
a strong magnetic field emerges from the medium, but no field 
will emerge when opposed poles are next to each other. Therefore 
when a giant magnetoresistance (GMR) magnetic field sensor flies 
over the pole–pole transitions a voltage pulse is produced and 
synchronized with a clock pulse. When during a clock pulse the 
GMR sensor produces a voltage peak, it is represented by 1, and the 
opposite case, for example, the absence of voltage, is represented 
by 0. The volume V of grains typically decreases with an increase of 
AD. To compensate for a decrease in V, higher–magnetocrystalline-
anisotropy (Ku) materials are needed to maintain sufficient stability 
[4]. However, at the superparamagnetic limit [5], scaling of the grain 
size necessary to maintain a sufficient signal-to-noise ratio (SNR) 
can no longer be compensated by increasing Ku, due to the limited 
write fields achievable with today’s write heads. The predicted 
superparamagnetic limit for conventional longitudinal recording is 
an AD of 150 Gbit/in2 [6].

6.2 Perpendicular Recording Media for 1 Tb/in2 
and beyond

In perpendicular recording, which is used nowadays for recording 
information in HDDs, magnetization stands out of plane. In this case 
the origin of the stray magnetic field is the center of bit cells rather 
than transitions. 
 In the mid-1970s, perpendicular magnetic recording technology 
was proposed as a way to overcome the problem of demagnetized 
fields from recording transitions [3]. In a ferromagnetic or 
ferrimagnetic system there exists a demagnetizing field with a 
direction opposed to that of magnetization. The demagnetized field 

Perpendicular Recording Media for 1 Tb/in2 and beyond
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is Hd = –N × M, where N is the demagnetizing tensor and M is the 
magnetization vector. N depends on the shape and direction relative 
to the magnetic field of the magnet. In longitudinal recording as the 
linear density increases, the distance between the magnetic charges 
decreases. When the distance between the charges decreases 
an increased demagnetized field in the opposite magnetization 
direction is expected, at higher linear densities (Fig. 6.2). In 1975 
Iwasaki and Takemura experimentally observed that magnetic 
vortices will be produced in longitudinal media because of a stronger 
demagnetizing field when thicker films are used [8]. This circular 
magnetization would not be able to produce high output voltages at 
higher densities. 

Figure 6.2 Illustration of magnetic charges and associated demagnetizing 
fields for longitudinal and perpendicular recording: (a) thin 
film, (b) low density, and (c) high density. The arrows indicate 
the direction of the demagnetizing field. Block arrows are used 
to show the higher strength of the demagnetizing field [7]. 

 After his first publication in 1975, Professor Iwasaki et al. from 
Tohoku University came up with many other inventions from 1975 
to 1980 [9–11]. These inventions were critical for the future of 
perpendicular recording technology and were also the foundation 
for some of the current developments. Media based on CoCr alloys 
with a perpendicular anisotropy, double-layered perpendicular 
recording media with a CoCr recording layer and NiFe as a soft 
underlayer (SUL), and the design of several types of heads for 
perpendicular recording were developed. Iwasaki and Nakamura 
developed a perpendicular recording medium based on CoCr and 
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demonstrated that 30 kbits/in2 could be achieved with a 1000 nm 
thick recording layer. This linear density was significantly larger 
than that supported by longitudinal recording then [12].
 The technology of perpendicular magnetic recording developed 
further from the 1970s until today and was integrated into HDDs in 
2005. Perpendicular recording technology has been the dominant 
technology since 2008. The materials used for perpendicular 
recording are based on Co alloys. Iwasaki proposes CoCr alloy thin 
films for the first medium and a NiFe film for the magnetic SUL [13]. 
Since that time modifications of CoCr, such as CoCrPt, CoCrTa, and 
CoCrNb, have been used as recording materials. CoCrPt oxide–based 
media have a composite of Pt 10–20 at%, Cr 5–20 at%, and Co 60–
80 at%. The oxide material will be part of the composite target in 
the form of SiO2, Ta2O5, or TiO2. When such a composite target is 
sputtered the thin film consists of small-area grains without oxygen, 
where Co and Pt materials dominate, and grain boundaries, which 
have excessive oxygen and maybe small nonmagnetic parts of Co or 
Pt. The nonmagnetic grain boundaries isolate the magnetic grains 
from each other and help to reduce the transition noise. Figure 6.3 
is a transmission electron microscopy (TEM) image of such a media 
type, which shows grains and grain boundaries. 

Figure 6.3 TEM planar view of a typical CoCrPt:SiO2 perpendicular 
recording medium. Source: Ref. [7].
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 At the end of the 1970s Iwasaki discovered that a perpendicular 
recording medium with an SUL requires a lower head field and 
produces a high read-back voltage, comparable with a single-layer 
medium. Figure 6.4 shows various functional layers such as the SUL, 
the intermediate decoupling layer, and the recording layer. 

Figure 6.4 Schematic drawing of different functional layers of a 
perpendicular recording medium. Courtesy of Khizroev, S., 
Litvinov, D. (2004). Perpendicular Magnetic Recording, p. 18, 
Kluwer Academic Publishers.

6.3 High Ku Materials

One of the prerequisites of ultrahigh recording densities is high 
thermal stability. A recording layer also must have high anisotropy 
and small grain sizes. All ferromagnetic materials are characterized 
by a critical grain size where thermal fluctuations are dominant 
at room temperature. To reduce grain size, materials with high 
magnetocrystalline anisotropy (Ku) have attracted interest. 
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 There are several magnetic material systems for perpendicular 
magnetic recording, such as L10 FePt, FePd, CoPt, and MnAl, 
all of which have high magnetic anisotropy. The origin of high 
magnetocrystalline anisotropy arises from the crystal symmetry 
breakdown during transformation from a cubic structure to a 
tetragonal one. This class of materials requires processing at high 
temperatures to induce ordering and then to achieve high anisotropy. 
 Another class of materials is based on rare-earth (RE) 
intermetallic compounds such as Nd2Fe14B and SmCo5. This class 
has been studied systematically for permanent magnet applications 
and also exhibits very high anisotropy. Here the origin of the high 
magnetocrystalline anisotropy is the asymmetry of their complex 
crystal structures. The disadvantages, however, for these materials 
is the difficulty to process by sputtering and the low corrosion 
resistance due to their RE content.
 Co/X multilayers with X = Pt or Pd are another promising class of 
materials with superlattices fabricated under different experimental 
conditions, showing very high values in perpendicular magnetic 
anisotropy due to interfacial anisotropy in the multilayer structure. 
Representative high-Ku materials are summarized in Table 6.1; the Ku 
of FePt almost reaches the value of 108 erg cm–3, which is close to that 
of SmCo5 and 20 times higher than that of pure Co. Also the high Ku 
of FePt offers thermally stable grains with diameters down to 2.8 nm  
as compared to the thermally stable grains of 10 nm diameter of Co. 
See also Fig. 6.5.

Figure 6.5 Schematic structures and cross-sectional microstructures of 
three types of perpendicular media. Courtesy of Ref. [14].
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6.4 Fabrication Methods

Physical vapor deposition is a method for depositing magnetic 
thin films. The process of deposition of thin films underlies the 
production of a range of technological products. The deposition 
technology is a mix of applied science and art, with physics at its 
heart. Here conventional and typical deposition techniques such as 
sputtering and thermal evaporation are described in brief.

6.4.1 Sputtering

Sputtering is a versatile and one of the most commonly and widely 
used techniques for preparing thin films. Its popularity arises 
from the simplicity of the physical process involved, flexibility for 
alteration, and customization. It is widely used for magnetic-thin-
film research and in the recording industry. High-melting-point 
materials like ceramics and refractory metals, which are hard to 
deposit by evaporation techniques, are easily deposited using 
sputtering. 
 Sputtering techniques range from a simple direct current (dc) 
glow-discharge sputtering, which is limited to the sputtering of 
conductive targets, to radio-frequency (rf) sputtering, where any 
kind of target regardless of its conductivity can be sputtered, to 
the more sophisticated ion beam sputtering (IBS), in which very 
controlled deposition of material is possible [15]. 
 The nature of the process of sputtering makes available ions that 
can be utilized for tailoring the chemistry of the structure of the film. 
Sputtering is carried out in an inert gas atmosphere like Ar, Kr, or 
Xe, since there is no chemical reaction between the sputtering gas 
and the target. The sputtering gas pressure is a few milli-Torrs and 
is ionized by a strong electric field, creating plasma above the target. 
When a small amount of reactive gas such as oxygen or nitrogen is 
mixed with the sputtering gas and introduced into the sputtering 
target during deposition, compound films of oxide or nitride can 
be prepared. This process is called reactive sputtering. When a 
composite target is used or codeposition from multiple targets is 
used, alloy films can be prepared. Sputtering is the preferred method 
for periodic artificial structures called multilayers comprising 
alternative layers of two different materials, which anticipate their 
manufacture for magnetic recording technology, etc.
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6.4.2 Thermal Evaporation

The vacuum thermal evaporation deposition technique consists of 
heating until evaporation of the material to be deposited. Usually 
low pressures are used, about 10–6 Torr or 10–5 Torr, to avoid a 
reaction between the vapor and the atmosphere. The three most 
important parameters for this method are the pressure, expressed 
as a mean free path (MFP) which is of the same order as the vacuum 
chamber dimensions, so these particles travel in straight lines from 
the evaporation source toward the substrate; the partial pressure of 
reactive gasses in inert working gases; and the film vapor arrival to 
the reactive gas impingement rate ratio.
 Molecular beam epitaxy (MBE) can be considered to be a 
refined form and the most reliable deposition process of vacuum 
evaporation and was first developed by Cho and Arthur [16] for the 
controlled growth of III–V semiconductor epitaxial layers. It works 
in an ultrahigh vacuum (UHV) atmosphere, for example, 10–7–10–9 
Pa. The primary advantage of MBE is the capability for controlled 
growth of heterostructures with layer thicknesses down to a single 
molecular monolayer (ML) and monitoring by reflection high-energy 
electron diffraction (RHEED) oscillation. This has led to exciting new 
physics and devices based on reduced dimensionality structures. 

6.4.3 Thin-Film Growth

Physical vapor deposition is a method for growing a film or a stack 
of films on a substrate in high vacuum. When sputtered atoms 
impinge on the substrate surface, the atoms start to adsorb into the 
surface; these atoms are referred as ad-atoms. Interaction between 
the ad-atoms and the atoms of the surface takes place during the 
deposition of atoms (Fig. 6.6). This interaction depends on the ad-
atoms, used substrates, and substrate temperature. It is responsible 
for nucleation and the subsequent growth of thin layers on the 
substrate. In general, depending on the growth parameters, one can 
distinguish between three different growth modes (Fig. 6.7): 

 1. Layer, or Franck–van der Merwe, growth mode: A new 
layer starts to grow only after the preceding one is finished  
(Fig. 6.7a).
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 2. Island, or Vollmer–Weber, growth mode: The deposited atoms 
cannot diffuse past the island boundaries. Already after a 
light coverage multiple MLs can be formed as high islands  
(Fig. 6.7b). 

 3. Layer plus island, or Stranski–Krastanov, growth mode: This 
type is a combination of the layer and island growth modes 
(Fig. 6.7c). 

 
Figure 6.6 Behavior of ad-atoms in the surface deposition process.

Figure 6.7 Growth modes for layer development by sputtering.

6.5 Technologies for Future Recording Media

Ultrahigh densities, in the Tbit/in2 regime and beyond, require us to 
shrink the media’s grain diameters and decrease the thickness of the 
media, as well as the physical dimensions of the read/write heads. 
However, under a critical grain volume the thermal fluctuations 

Technologies for Future Recording Media
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decrease the signal sensed by the drive’s read/write head. If the 
signal reduction is great enough, thermal fluctuations can easily flip 
the direction of magnetization in each bit, causing permanent loss 
of information. This phenomenon is called the superparamagnetic 
limit.
 The superparamagnetic limit intrudes an SNR, thermal stability 
effects, and writability trade-off, which limit the ability to continue 
using the current magnetic materials to higher storage densities 
with acceptable performance. 
 Today, as the conventional magnetic recording technology is 
finally facing its fundamental limit due to thermal instabilities in the 
longitudinal magnetic media, the strong interest for perpendicular 
recording is increasing.
 To overcome the superparamagnetic limit several novel 
architectures that include bit-patterned media recording (BPMR) 
[17], heat-assisted magnetic recording (HAMR) [18], and two-
dimensional magnetic recording (TDMR) [19–21] have been 
proposed as potential approaches for ultrahigh densities toward 10 
Tbits/in2. 
 In BPMR bits are stored in single-domain, ordered magnetic 
islands to maintain thermal stability for very small grain sizes. 
HAMR uses laser heating to decrease the coercivity of a bit, while 
maintaining ambient temperatures and therefore higher coercivities 
at adjacent bits. TDMR records a channel bit in very few magnetic 
grains and relies on two-dimensional signal processing. It can still 
use conventional Voronoi-type granular media to store data. 
 Among the large variety of materials for perpendicular recording 
are, for example, L10, CoPt, FePt, Co/Pd artificial structures, and 
SmCo5. It is well known that ordered FePt with an L10 crystal structure 
(face-centered tetragonal [fct] phase) has high magnetocrystalline 
anisotropy energy, for example, 7 × 107 erg/cm3, for FePt in bulk 
form [22], strong corrosion resistance, and unique thermal stability 
for grain diameters less than 3 nm. Therefore, an ordered FePt thin 
film is expected to be one of the candidates for thermally stable 
media in future ultrahigh-density magnetic recording media.
 Ordered FePt thin films with perpendicular magnetic anisotropy 
were so far prepared by MBE [23] or conventional sputtering [24] 
with an epitaxial technique using a single-crystal magnesium oxide 
(MgO) substrate. 
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6.6 FePt Graded Media for Perpendicular 
Magnetic Recording

Our approach is:

 • growth of FePt single layers, 10 nm thick, on MgO(200) 
substrates;

 • growth of semicore–shell structures, like L10/A1 FePt;
 • growth of hard/graded FePt structures on MgO substrates; 

and
 • transfer of this work, on MgO substrates, to amorphous 

(glass), industrial substrates.

6.7 Fundamental Properties of L10 FePt

6.7.1 Optimization of FePt Single Layers on MgO

The key parameter that is essential for the remarkable properties 
of FePt is its chemically ordered L10 phase with equiatomic 
composition in the thermal equilibrium phase diagram, as shown in 
the phase diagram of FePt (Fig. 6.8) [25].

Figure 6.8 Phase diagram of FePt.

Fundamental Properties of L10 FePt
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 Even if the ordering temperature of the L10 FePt bulk phase is 
1300°C, with annealing times in days [26], the FePt films fabricated 
by the sputtering method with a substrate temperature at room 
temperature usually are in a disordered face-centered cubic (fcc) 
structure. For the transformation from fcc to L10 postannealing or 
in situ during deposition, annealing is needed, with temperature 
depending on the kind of substrate and the lattice misfit between 
the substrate and the L10 FePt film. In the case of a MgO substrate 
the temperature is around to 500°C. The crystal structure of the L10 
phase is fct, consisting of alternating atomic layers of Fe and Pt along 
the c axis. 
 The epitaxial growth and microstructure of an FePt alloy (CuAu 
(I) type) films, on MgO substrates, with the c axis normal to the 
film plane was investigated with depositions in UHV sputtering 
at different substrate temperatures. The morphology of the FePt 
films at different growth temperatures clearly depends on the 
temperature. Figure 6.9 shows X-ray diffraction (XRD) patterns of 
FePt films deposited at various substrate temperatures (Ts), (001) 
superlattice diffractions observed at around 24°C in all cases. No 
peaks from the other planes suggest a strong (001) texture. Figure 
6.10 shows perpendicular magnetization curves of films deposited 
on MgO(200) substrates at different temperatures. The coercivity 
of the films drastically increased with increasing Ts from 300°C to 
650°C. 

Figure 6.9 XRD patterns of FePt films fabricated on MgO substrates.
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Figure 6.10 Perpendicular magnetization curves of FePt films fabricated 
on MgO substrates. 

 Figure 6.11 shows cross-sectional images of FePt thin films 
deposited at 500°C and 200°C. The FePt layer deposited at 500°C 

is grown forming islands whose diameter is in tens of nanometers, 
whereas the one grown at 200°C is a continuous film. Due to the 
lattice mismatch between the MgO(100) and FePt films, periodic 
edge dislocations are found at the interface. Phase analysis results 
on both specimens are performed using HRTEM images and FFT 
patterns in Fig. 6.11c–g compared to the selective diffraction images 
(not shown). In the specimen grown at 500°C, the A1 phase was not 
detected at least as a form of an island or coarsened grain. In both 
specimens, the FePt (001) lattice planes of the films are parallel to 
the MgO(001) plane of the substrate regardless of the FePt phases. 
The results are that when FePt films are deposited on a MgO(001) 
substrate, the FePt films tend to grow epitaxially. If sufficient mobility 
is ensured for the Fe and Pt atoms, that is, by high temperature, 
they are aligned to develop an L10-ordered phase. In this case the 
mismatch-induced stress applied on the film makes one part of the 
film separate from other parts; therefore isolated islands are built 
[27]. On the contrary, if the mobility of the atoms is not enough, for 

Fundamental Properties of L10 FePt
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example, owing to low temperature, the atoms under strong stress 
but small mobility become a film in the disordered phase [28]. 

Figure 6.11 HRTEM images on FePt films grown (a) at 500°C and (b) 
200°C. The FFT images of the marked boxes are listed on  
(c–g). The arrows and descriptions on the FFT images stand for 
orientational directions of the given materials. Abbreviations: 
HRTEM, high-resolution transmission electron microscopy; 
FFT, fast Fourier transform.

6.7.2 L10 FePt on Amorphous Substrates

6.7.2.1 Texture control and seed layer

To obtain FePt with the (001) texture, either a substrate or a suitable 
underlayer that has a similar atomic configuration to that of the 
FePt(001) plane and a small lattice misfit is required. Substrates 
such as MgO(001), SrTiO3(100), Cr(200), and Ag(200) are normally 
used to induce the FePt(001) texture. The corresponding epitaxial 
relationship is FePt(001)<001>||MgO(100)<001> for MgO, with 
lattice misfit 9.07%, and FePt(001)<001>||Cr(100)<110> for Cr, 
with lattice misfit 5.8%. Development of the Cr(200) texture is a key 
to obtaining FePt(001)-textured films. An intermediate layer of MgO 
to prevent Cr diffusion on FePt is required.
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 In Figs. 6.12–6.15 fully ordered XRD [θ–2θ] patterns of Cr(200) 
30 nm/MgO(100)2 nm/FePt(100)10 nm, hysteresis loops of Cr(200)/
MgO(100)/FePt(100), and cross-sectional TEM and HRTEM images 
of glass/Cr(200)/MgO(100)/FePt(100) are presented.

Figure 6.12 XRD scan of Cr(200)/MgO(100)/FePt(100).

Figure 6.13 In-plane and out-of-plane hysteresis loops of Cr(200)/
MgO(100)/FePt(100).

Fundamental Properties of L10 FePt
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Figure 6.14 Cross-sectional TEM of glass/Cr(200)/MgO(100)/FePt(100).

Figure 6.15 Cross-sectional HRTEM of glass/Cr(200)/MgO(100)/
FePt(100).
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 We report a systematic study of the epitaxial growth of FePt(001) 
on textured MgO(200)/Cr(200) with the relationship FePt(001)<
100>||MgO(001)<100>||Cr(200)<110> through optimization of 
the deposition temperature and a layer thickness of Cr and MgO 
underlayers. For FePt we varied the deposition temperature and the 
argon sputtering pressure.

6.7.3 L10 FePt Based Exchange-Spring Phenomenon

The exchange-spring phenomenon, nominated for the ability of a soft 
magnet to rotate reversibly about its interface with a hard magnet, 
has the potential for increasing a material’s magnetic energy product. 
This approach proposed since the beginning of the 1990s is based 
on a nanocomposite material with a hard and a soft phase, mutually 
dispersed and exchange coupled [29]. Exchange-spring media (ESM) 
for magnetic recording use the exchange coupling between different 
magnetic phases at the nanoscale climax. The exchange interactions 
between a magnetically hard phase and a magnetically soft phase 
cause novel magnetic properties that can be optimized by changing 
the intrinsic properties of the different phases [30]. In domain-wall-
assisted magnetic recording the soft magnetic phase helps nucleate 
a reversed domain, the exchange interactions help propagate the 
reversed domain, and the hard magnetic phase provides high thermal 
stability [31]. Exchange-coupled composite (ECC) media, which 
are composed of magnetically isolated nanodots, each consisting 
of a hard magnetic layer and a soft magnetic layer, are coupled by 
exchange interaction through their common interface. The focus of 
this chapter is on ECC media. As the hard magnetic phase of ECC 
media L10 FePt nanodots are chosen and as the soft magnetic phase 
A1 FePt. 

6.7.4 Production of Prototype L10/A1 FePt 
Nanostructures

To produce prototype composite L10 FePt nanostructures with 
perpendicular magnetization and to realize exchange coupling, two 
different methods have been used and optimized. We selected as 
the hard phase the L10 FePt phase deposited at 700°C, limiting the 
thickness to only 3.2 nm, to obtain isolated grains by sputtering on a 

Fundamental Properties of L10 FePt
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single-crystal MgO substrate. This produces island-like nanoparticles 
with an average lateral size of 10–15 nm due to surface tension 
according to the proposed Volmer–Weber growth mode. These types 
of nanoparticles are covered at room temperature with single layers 
of soft A1 FePt (fcc) with a thickness in the range of 3.2–50 nm.
 Two series of L10 FePt layers were prepared by first depositing 
FePt on MgO(001) substrates heated to 500°C (series I) and 700°C 
(series II). The nominal thickness of the L10 layer, dL1, was kept to 
3.2 nm in all samples to obtain isolated grains [32]. The A1 FePt 
layers were deposited, after cooling to room temperature, with 
nominal thicknesses dA1 of 3.2 nm, 6.4 nm, 9.6 nm, 20 nm, and 50 nm  
(Figs. 6.16 and 6.17).

Figure 6.16 Cross-sectional TEM images of the interface in the case of 3.2 
nm L10 FePt/3.2 nm A1 FePt (a) and 3.2 nm L10 FePt/9.6 nm 
A1 FePt (b).

6.7.4.1 L10/A1 FePt semicore–shell nanocomposites

Structural and magnetic properties of (L10/A1 FePt) exchange-
coupled nanocomposites are studied. Semispherical “dome like” 
nanocomposites with L10 FePt isolated nanoparticles and A1 FePt 
(fcc) cap layers were obtained by depositing A1 FePt on type L10 
FePt nanoparticles to understand the influence of the soft magnetic 
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layer thickness on the magnetic properties of the system. Epitaxial 
growth is confirmed by XRD and TEM, while coercivity decreases 
dramatically for the L10/A1 FePt system when the thickness of the 
A1–FePt cap layers is increased. This result can be used to realize 
ultrahigh magnetic recording media with tunable coercivity, suitable 
for conventional write heads [33]. 

Figure 6.17 Coercive and nucleation fields as a function of A1 layer 
thickness for L10 in 700°C deposition.

6.7.5 Hard/Graded FePt Granular Layers

Besides the exchange-spring phenomenon, a new approach 
proposed for reducing the writing field, while retaining high 
thermal stability, was graded ESM, with thin films grown in a 
temperature gradient [34–36]—a new class of nanocomposite 
material for ultrahigh-density recording media. Graded ESM with 
spatially varying anisotropy Ku(z) offer improved characteristics in 
comparison to homogeneous, constant-K hard/soft bilayer media 
(Fig. 6.18). There are several examples of graded ESM, depending on 
the tetragonal phase of FePt as the hard magnetic layer, with the soft 
layer composed of the cubic phase (A1) of FePt [37–41].

Fundamental Properties of L10 FePt
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Figure 6.18 (a) The phase-graded media model for linear phase 
transformations with a 15 nm thick graded layer. (b) Phase 
profile comparison between linearly, logistically graded media 
and the bilayer. The bilayer consists of only hard and soft layers 
[42].

 This new technique is based on irreversible growth of  
(2 + 1)-dimensional magnetic thin films under the influence of a 
perpendicular temperature gradient. Until now gradients have been 
studied extensively in diffusion processes, thermal conductivity, and 
heat conduction problems. 

6.7.5.1 Growth of L10 FePt/graded FePt nanocomposites 
prepared using UHV sputtering on MgO(002) 
substrates

Varying the deposition temperature affects the L10–A1 
transformation, thus changing the L10 order parameter and the 
anisotropy Ku(z). FePt can be grown with (001) orientation, that 
is, with the c axis, the easy anisotropy axis, of the tetragonal phase 
perpendicular to the film plane. At first a single-phase L10 FePt 
layer with a high coercive field, Hc, perpendicular to the film-plane 
magnetic anisotropy, was deposited on a MgO substrate at 500°C. 
The next step was the growth of the graded L10 to the A1 FePt layer 
on top of the magnetically hard L10 FePt layer (Figs. 6.19–6.22), [43].
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Figure 6.19 XRD patterns of L10/graded FePt films fabricated on MgO 
substrates.

Figure 6.20 Perpendicular magnetization curves of L10/graded FePt films 
fabricated on MgO substrates.

Fundamental Properties of L10 FePt
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Figure 6.21 Cross-sectional image of hard (10 nm)/graded (10 nm) FePt 
nanocomposite.

Figure 6.22 Variation of the coercive field, Hc, of hard (10 nm)/graded  
(tx nm) FePt nanocomposite with the thickness of the graded 
layer, tx.

Epilogue
 • Perpendicular magnetic recording based on FePt 

nanostructured films is a key technology nowadays and could 
be support areal densities of 1 Tb/in2 and beyond.

 • We have described some fundamental properties of 
L10 FePt thin films. The ordering degree depends on 
deposition temperature, stoichiometry, texture control and 
microstructure with columnar grains.
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 • For 1 Tb/in2 technologies further improvement of the 
microstructure, reduction of L10 FePt grain size, and grain 
size distribution are required.

 • Nanostructured L10-FePt/Fe exchange coupled composite 
media or L10 FePt graded media, with perpendicular 
magnetization, where each nanograin consists of a hard 
magnetic L10-FePt part and a soft magnetic part (Fe or FePt 
A1), can be considered to be very easy for realizing ultrahigh 
recording densities of at least 1 Tbit/in2. The hard magnetic 
part (storage layer) provides uniaxial anisotropy, out of plane 
magnetization and long-term thermal stability of the stored 
information.

 • The soft magnetic part or nucleation layer allows systematic 
tailoring of the coercivity with the thickness of the soft 
magnetic layer, and therefore enables writeability of the 
recording medium by conventional writing heads.  
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7.1 Introduction

The size and composition of nanoparticles (NPs) allow tailoring of 
their electronic [1], optical [2, 3], or magnetic [4–6] properties arising 
from their finite size and high surface-area-to-volume ratio. Therefore 
NPs have attracted a lot of interest owing to their potential in diverse 
fields ranging, for example, from biomedical [7, 8], plasmonic [9], and 
photonic [10, 11] applications to nanoelectromagnetic devices [12].
 Data storage devices [13–19], spin transport devices [20], lab-
on-a-chip concepts [21–23], medical drug delivery [24–26], and 
magnetic resonance imaging (MRI) [27, 28] are among the most 
promising applications for magnetic NPs. Single-ferromagnetic-
NP-based magnetic media are promoted as a candidate to replace 
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conventional storage media due to their small dimensions and single-
domain magnetism. Meanwhile, due to their low toxicity, magnetic 
NPs have exhibited great suitability in biomedical applications, such 
as DNA incubation, molecular detection, cell separation, etc. Toward 
these aims, significant progress has been made in the synthesis of 
magnetic NPs with well-defined compositions, shapes, structures, 
and sizes [29, 30]. Nevertheless, one major challenge remains, 
namely, to produce assemblies of magnetic NPs with well-controlled 
positioning, geometry, and organization. Proper techniques have to 
be developed to achieve separate identification and addressability 
for magnetic NP singles or blocks that will enable a much more 
comprehensive study on the shape and size dependence of their 
magnetic properties as well as the magnetic interaction between 
magnetic NPs at a desired interparticle distance and organization. 
Moreover, from an applications point of view, the continuous 
miniaturization of magnetic NP-based structures on surfaces has 
advantages in the development of magnetic devices with higher 
storage densities and faster speeds and the fabrication of new types 
of magnetoelectronic devices [31, 32].
 The accurate positioning of a few, or even single, NPs (not only 
limited to magnetic NPs) at well-defined sites of a patterned template 
is thus a precondition for further advances in both basic research 
and potential application. Throughout the last decade a wide range 
of positioning methods has been investigated [33–36] involving, 
for example, magnetic or electrostatic forces [37], sedimentation 
[38], layer-by-layer growth [39], lithography [40, 41], and selective 
wetting [42]. Although these early attempts were successful to some 
extent, the preparation of large-area ordered assemblies of single 
NPs with low defect density and a size down to or less than 20 nm 
still presents problems. Other methods taking advantage of selective 
adhesive host–guest interactions have been also reported [43–45], 
but they cannot be regarded as generally applicable solutions 
since they are only effective for a specific type of NPs and substrate 
materials. The real breakthrough occurs only after the introduction 
of various lithography-based micro- and nanofabrication techniques, 
by which scientists started to organize NPs into ordered structures 
at the nanometer scale. Since then, the number of methodologies 
and approaches followed has been continuously increasing. To 
date, many challenges have been overcome, including accurately 
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placing a few or even a single NP on the desired region of a given 
surface via lithography techniques. Thus this chapter is presented 
as a comprehensive and detailed description of the methodologies 
employed for assembling NPs into ordered nanostructures. And the 
recent progress in the characterization of the magnetic information 
of single magnetic NPs has also been introduced in the last section of 
the chapter.

7.2 Fabrication Techniques

In general, two main strategies have been developed to utilize the 
lithography technique to obtain patterned NP assemblies. One is to 
achieve the organization of magnetic NP blocks in a desired pattern via 
the direct patterning technique, such as microcontact printing (μCP) 
[46. 47], and scanning probe-based lithographies (SPLs) [48–51].  
The other successful strategy is to organize a magnetic NP block 
or single NP onto patterned templates via mechanisms of capillary 
forces [52–58], convective flow [56, 59–61], and mechanic polishing 
[12, 62], which is prepared by standard lithographic techniques, for 
example, optical lithography, electron beam lithography, and ion 
beam lithography. 

7.2.1 Direct Patterning Assembly

Direct patterning assembly techniques, especially SPLs, were usually 
dedicated to medical and biological research, which is aiming at the 
functional and structural study of biomolecular interactions and the 
fabrication of nanobiosensors and biocompatible materials. A variety 
of SPLs have been developed to locate nanoscale biomolecules and 
colloidal NPs. Among them, dip-pen nanolithography (DPN) [50, 63], 
is the most successful one. The main strategy is to use the tip of an 
atomic force microscope (AFM) cantilever as a “pen,” which is coated 
with a chemical compound or mixture acting as an “ink” and put in 
contact with a substrate, the “paper.” Thus the mechanism of the 
DPN technique is the diffusion of the molecular ink from a nanoscale 
tip to a surface through a water meniscus. In the last decade, DPN 
has emerged as a particularly attractive tool since it allows the direct 
transfer of biomolecules onto surfaces with a high registration and 
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resolution, while preserving their biological activity. Bellido et al. 
recently reported control of the number of ferritin protein NPs by 
adjusting the protein concentration used to coat the AFM tip and the 
dimensions of the dot-like features fabricated by DPN. The schematic 
illusion is shown in Fig. 7.1 [50].

Figure 7.1 (a) Schematic illustration of ferritin patterning onto the 
surface of a TEM grid. (b) TEM images of a ferritin nanoarray 
(20 × 20 µm, 150 nm diameter dots) generated by direct-write 
DPN on a TEM grid. Scale bars: 2 mm, 500 nm, and 100 nm 
for the different magnifications. Reproduced with permission 
from Ref. [50]. Abbreviation: TEM, transmission electron 
microscope.
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 Meanwhile Chai et al. reported a unique approach, termed 
“scanning probe block copolymer lithography (SPBCL),” that 
enables one to control individual NP growth and position in situ 
by using DPN to pattern tiny volumes of metal ions associated 
with block copolymers in a massively parallel manner over large 
areas. Reduction of the metal ions via plasma results in the high-
yield formation of single-crystal NPs per block copolymer feature. 
They also demonstrated that pattern dimensions and metal ion 
concentration dictate the size of each NP, whose diameter can be 
controlled with remarkable precision down to 4.8 ± 0.2 nm [63]. The 
schematic of the technique has been shown in Fig. 7.2a,b. The high 
quality of the assembly has been proved via AFM, scanning electron 
microscope (SEM), and TEM images in Fig. 7.2c–f.

7.2.2 Fabrication of NP Assemblies on Patterned 
Templates 

Although SPL techniques are quite successful to prepare highly 
ordered NP arrays, as shown in the last section, involving the 
scan probe techniques leads to low efficiency and high cost. Thus 
further efforts have been dedicated to an alternative approach, that 
is, fabrication of NP assemblies on patterned templates, which is 
developed aiming at wafer-scale mass production of NP assemblies 
with high accuracy. 
 The patterned templates are solid surfaces with appropriate 
relief structures, which could trap the segregated NPs into desired 
assemblies via dewetting or mechanical polishing. The geometric 
properties of patterning are used to confine the numbers, sizes, 
and shapes of the NP assemblies. This facile method is ideal 
for reproducibly fabricating large-scale device arrays with high 
throughput and low cost. This approach integrates the merits of 
bottom-up solution-processed nanostructures with top-down 
lithographically prepared devices. Thus it has the potential 
to be scaled up to wafer size for a large number of functional 
nanoelectronics, nanospintronics, and nanophotonics applications.
 One of the pioneering works on this method was published by 
Gleiche et al. in 2000, in which nanoscopic channel lattices with 
controlled anisotropic wetting were proposed for the first time [52]. 
Nevertheless the capability and feasibility of this approach were fully 
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Figure 7.2 Tip-based synthesis of single Au NPs. (A) Structure and 
molecular weight of the PEO-b-P2VP used in this study. (B) 
The block copolymer phase separated in aqueous solution 
to form P2VP cores (blue) surrounded by PEO coronas (red). 
When HAuCl4 is added to the solution, the protonated P2VP 
cores become associated with AuCl4 ions. The hybrid ink is 
dip-coated onto an AFM tip and patterned on a Si substrate. 
The Au precursor within the block copolymer micelles is then 
reduced, and the polymer removed, with plasma treatment. 
(C) AFM topographical image of a square dot array of PEO-
b-P2VP∕AuCl4 ink on a Si ∕ SiOx surface patterned by DPN. 
(D) Height profile of one line of PEO-b-P2VP∕AuCl4 dots, 
demonstrating uniformity of feature size. (E) SEM image of 
sub–10 nm Au NPs produced by plasma treatment. (Inset) 
Fourier transform of the SEM image. (F) High-resolution TEM 
image showing crystalline Au NPs with a diameter of 8 nm. 
The measured interplanar spacing of the crystal is 0.24 nm. 
(Inset) Typical electron diffraction pattern of the synthesized 
Au (111) NPs. Reproduced with permission from Ref. [63]. 
Copyright 2010, National Academy of Sciences of the United 
States of America.
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exhibited by Yin et al. [53]. Figure 7.3 shows SEM images of typical 
examples of polygonal aggregates that were formed by templating 
polystyrene (PS) beads against 2D arrays of cylindrical holes [53]. 
The structures were fabricated by near-field optic lithography. 
Although the sizes of the patterned structures and PS beads are 
still in the microscopic range, the ordering and controllability in 
the spatial organization and orientation for the PS beads are very 
impressive, as shown in Fig. 7.4.

Figure 7.3 SEM images of some typical examples of polygonal aggregates 
that were formed by templating PS beads against 2D arrays 
of cylindrical holes. The photoresist pattern was still on 
the substrate. Panels (A–D) correspond to the beads with 
diameters ranging from 1 µm to 0.9 µm, 0.8 µm, and 0.7 µm. 
Reproduced with permission from Ref. [53]. Copyright 2001, 
American Chemical Society.

 The mechanism of this method was clarified by Cui et al. in 
their later work [54]. The interfacial capillary force present during 
the dewetting/evaporation of an NP suspension forms the basis 
of the assembly mechanism. Moreover their results demonstrate 
macromolecule-size particles down to the sub–50 nm diameter 
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range. And complex nanostructures such as nanotetrapods can also 
be effectively organized by the capillary interaction [54]. 

Figure 7.4 SEM images of 2D arrays of colloidal aggregates that were 
assembled under the confinement of templates other than 
cylindrical holes. Reproduced with permission from Ref. [53]. 
Copyright 2001, American Chemical Society.

 Figure 7.5 is the scheme of the capillary force–induced assembly. 
Flat substrates are patterned with hole and trench templates using 
electron beam lithography and subsequently inserted vertically into 
a solution containing nanostructures (Fig. 7.5 inset).
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Figure 7.5 Schematic illustrating the capillary force (Fc) assembly 
mechanism at the vapor–suspension–substrate three-phase 
contact line. (Inset) Movement of the three-phase contact line 
is driven by evaporation in in-house vacuum or by heating of 
the solution to ~60°C. Reproduced with permission from Ref. 
[54]. Copyright 2004, American Chemical Society.

 Evaporation of the solvent leads to the three-phase contact line 
moving slowly across the substrate. When the solution film thickness 
on the substrate is less than the height of the nanostructure, the 
solution–vapor interface deforms and the resulting capillary force 
slides the nanostructure toward the thicker part of the solution 
and pushes the particle toward the substrate. The net result is that 
particles are selectively forced into the lithographically defined 
features as the evaporation zone passes over them, but no particles 
are deposited on the surrounding areas. The contact angle is a 
critical parameter to getting good assembly of sub–50 nm diameter 
particles because it determines the direction of the capillary force 
and thus the strength of parallel and perpendicular components. 
Figure 7.6 shows SEM images of Au NP assemblies in different 
geometric configurations with diameters of 8 nm and 2 nm [54].
 Further progress was made by Malaquin et al. [58]. In their work, 
another mechanism, that is, the convective flow of NPs, induced by 
the evaporation of the solvent at the three-phase contact line of a 
solution, was revealed to be the key force to create sparse arrays and 
complex 3D structures on patterned hydrophilic substrates, just like 
what capillary force performs on patterned hydrophobic substrates, 
as shown in Fig. 7.7. 



236 Fabrication of Patterned Nanoparticle Assemblies via Lithography

Figure 7.6 (A–C) SEM images of 8 nm diameter Au NPs in trenches and 
holes. The substrates are SiOx. The depth of the trenches is ~10 
nm. (D and E) SEM images of 2 nm diameter Au NPs in trenches 
and holes. The substrates are polymer resist. The depth of the 
templates is ~60 nm. The solution interface–moving direction 
in all images is from bottom to top in all cases. Scale bars: (A) 1 
µm, inset 50 nm, (B and C) 30 nm, (D) 2 µm, (E and F) 200 nm, 
(E) inset 50 nm, (F) inset 1 µm. Reproduced with permission 
from Ref. [54]. Copyright 2004, American Chemical Society.

 In both methods, the hydrodynamic drag exerted on the particles 
in the suspension plays a key role in the assembly process. They also 
demonstrate for that the temperature, the NPs’ flow velocity, the 
substrate velocity, wetting properties, and the pattern geometry are 
also important parameters to influence assembly efficiency. 
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Figure 7.7 Various assembly mechanisms based on particle confinement 
at the contact line of a droplet can be distinguished depending 
on the wetting properties and topographical patterning of 
the substrate. Convective assembly is obtained on wetting 
substrates for contact angle values below 20°. The assembly 
mechanism is driven by the convective flow of the solvent, 
induced by evaporation at the contact line of the droplet. 
Reproduced with permission from Ref. [58]. Copyright 2007, 
American Chemical Society.

 A recent improvement on the capillary force technique is the 
introduction of fixed glass slides above the suspension droplet, as 
reported by Fan et al. [64], as well as by Kuemin et al. [65], which 
further increases efficiency of the capillary assembly, as shown in 
Fig. 7.8. The substrate speed, temperature, and droplet–substrate 
contact angle are controlled to optimize the clustering process.
 By this method, they assembled plasmonic NPs into desired 
nanostructures on patterned elastomeric substrates and measured 
the optical properties of three cluster types: Fano-resonant 
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heptamers, linear chains, and rings of NPs. And the authors 
believe the success of this method paves the way for new classes 
of plasmonic nanocircuits (as shown in Fig. 7.9). It should also 
be noted that the elastomeric templates used in this work were 
patterned by a molding process, which follows a similar strategy as 
the nanoimprinting technique, as shown in Fig. 7.10. This method 
makes patterning transfer onto elastomeric substrates much more 
convenient.

Figure 7.8 Schematic of an improved capillary assembly. NPs are packed 
into patterned template voids by sandwiching a water droplet 
with particles between the substrate and a glass slide and then 
moving the droplet meniscus across the substrate. During this 
process, particles are pushed into the voids via capillary forces 
(inset). Reproduced with permission from Ref. [64]. Copyright 
2012, American Chemical Society.
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Figure 7.9 Images and spectra of linear chains of NPs. The chains are 
assembled by using substrate voids with different aspect 
ratios. As the number of particles in the chain increases, the 
electric dipole resonance peak experiences a red shift due to 
enhanced capacitive coupling between the NPs in the cluster 
and to retardation effects. The theoretical spectra of these NPs 
chains show the same red-shifting behavior. Reproduced with 
permission from Ref. [64]. Copyright 2012, American Chemical 
Society.

 Recently this method has been accepted by many other 
groups [66]. Meanwhile Holzner et al. reported a novel method to 
prepare patterned templates via the thermal scanning lithography 
technique, as shown in Fig. 7.11 [67]. In the first step, a PPA polymer 
film is patterned by a scanning tip with an accurately controlled 
temperature. After capillary assembly, the polymer film is then 
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thermally decomposed and the assembled nanorods transferred 
onto the target substrate, preserving both position and orientation 
[67].

Figure 7.10 Schematic of template patterning with a molding process. 
Reproduced with permission from Ref. [64]. Copyright 2012, 
American Chemical Society.

Figure 7.11 Schematics of thermal scanning lithography. Reproduced with 
permission from Ref. [67]. Copyright 2011, American Chemical 
Society.
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 Besides the above capillary force assembly method, recently 
electrophoretic effects have been proposed for NP assembly by 
Siavoshi et al. [68], which provide an alternative single-particle 
resolution for a simple, fast, and reproducible directed assembly 
technique. In their work, NPs are size-selectively assembled into 
prefabricated via arrays using a sequential template-directed 
electrophoretic assembly method. Polystyrene latex (PSL) NPs with 
diameters ranging from 200 nm to 50 nm are selectively assembled 
into vias comparable to the NP diameter. The schematic of the 
method has been shown in Fig. 7.12.

Figure 7.12 (a) SEM micrograph shows a patterned substrate with 
assembled 200 nm particles. (b) Schematic diagram of the 
electrophoretic assembly setup being removed from the 
particle suspension. (c) Schematic diagram of the cross section 
of the patterned template, showing various forces acting on 
the assembled NP during the insertion and removal of the 
template into the NP suspension. Reproduced with permission 
from Ref. [68]. Copyright 2011, American Chemical Society.

 All the above methods are suspension-based “wet” approaches, 
in which the hydrodynamic drag, that is, the capillary force and 
convective flow induced during evaporation of the suspension, 
exerted on particles in the suspension plays a key role in the 
assembly process. Thus the quality of structures prepared by using 
these methods inevitably depends upon flow speed, contact angle, 
temperature, density, etc. 
 On the contrary, Chen et al. reported a straightforward “dry” 
approach [62] for large-scale nanofabrication with high accuracy, 
following the same strategy as the well-established Damascene 
process in integrated circuit manufacturing [69]. In the latter, 
metal interconnects are produced by depositing a thin Cu film on 
prepatterned Si wafers, and constriction of the Cu film to connecting 
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lines is achieved via chemical-mechanical back polishing. In 
Chen et al.’s work [62], the basic idea of this technique is utilized 
for controlled positioning of NPs by means of deposition on a 
prepatterned template and subsequent NP removal by polishing, 
which is practically independent of temperature and suspension 
conditions. Mechanical polishing generally refers to the use of cloth-
covered plates and suitable polishing abrasives. Thus the van der 
Waals force exerted on the NPs is the main mechanism behind the 
processing method. Moreover the absence of suspensions or any 
other solvent during the final processing step is an advantage with 
respect to environment-friendly production. 
 To demonstrate the feasibility and potential of this technique, 
assemblies of ordered NPs with a size down to 18 nm were 
prepared. Si (001) wafers were chosen as substrates. Patterning 
was achieved by two methods, either electron beam lithography or 
direct structuring via a charged-particle nanopatterning technique 
[70]. A schematic illustration of the process can be seen in Fig. 7.13. 
After natural drying/evaporation of the dispersant, the NPs are 
closely packed on the whole surface of the template, as indicated in  
Fig. 7.13B. The corresponding SEM image is shown in Fig. 7.14A. 
After the mechanical polishing process, the NPs are either swept 
into the pits or wiped off the surface of the wafers, trapped in the 
polishing cloth, as shown in Fig. 7.14b. This mechanism also works 
for a much larger area, for example, 10 × 10 mm, as shown in  
Fig. 7.14c, in which the pit diameter has been reduced to 110 nm. 
Again the flat part is free of NPs, and the pits have been filled with a 
few NPs, as indicated by the inset. 
 With decreasing diameter and depth of the pits the number of 
NPs per pit decreases and more regular arrangements of the NPs are 
obtained, as indicated in Fig. 7.15. In Fig. 7.15c, single occupation of 
the pit with a diameter of 25 nm has been achieved. These results 
show the main challenge of the patterned assembly of NPs has been 
well addressed and solved.
 As introduced in the beginning of the chapter, one of the main 
motivations for patterned magnetic NP assembly is its potential 
applications in data storage devices [8, 13–19], in which case the 
readout of the magnetization of the magnetic NP blocks and singles 
becomes the basic function of the devices. Thus Chen et al.’s work 
also demonstrates this capability with magnetic force microscopy 
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Figure 7.13 Schematic illustration of the whole Damascene process. (A) 
A solution with NPs is adsorbed onto the patterned template; 
(B) after drying, layers of closely packed NPs partially cover 
the surface of the patterned template; (C) the sample with 
NPs is polished against a cloth-covered plate; and (D) finally, a 
regular assembly of NPs on the patterned template is achieved. 
Reproduced with permission from Ref. [62].
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Figure 7.14 SEM images for a specimen with a 250 nm pit diameter coated 
with FeO/CoFe2O4–NPs of ~18 nm size before (a) and after (b) 
mechanical polishing. (c) Large-area SEM image (10 × 10 mm) 
of a sample with a 110 nm pit diameter, showing that the NPs 
have been removed from the flat surface of the sample and the 
pits have been filled with NPs. Reproduced with permission 
from Ref. [62].
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Figure 7.15 (a–c) SEM images showing the evolution of the number of 
NCs in a single pit when the pit diameter is reduced from 
90 nm to 25 nm. (d) When the diameter of the pit is smaller 
than the diameter of the FeO/CoFe2O4 NPs, no NPs remain at 
the surface after polishing (except for one that is located at a 
pattern defect). (e and f) Control of the NC arrangement by 
using square-shaped pits. Reproduced with permission from 
Ref. [62]. Abbreviation: NC, nanocrystal.
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(MFM). The external magnetic field was applied perpendicular to 
the substrate surface. Figures 7.16a and 7.16b show SEM and AFM 
images, respectively, of a sample with a pit size of 200 nm, filled with 
ferrimagnetic Fe3O4 NPs. And Figs. 7.16c and 7.16d are the respective 
MFM images obtained with the external magnetic field exerted and 
removed. The results clearly demonstrate that the ferrimagnetic 
moment of Fe3O4 NPs can be well detected by MFM. 
 Furthermore, pit arrays with single-NP occupation were also 
investigated. SEM and MFM images for an area with nine pits, five 
of which are occupied by a single NP, while four are left empty, have 
been recorded and shown in Fig. 7.16e,f. The MFM image in Fig. 7.16f, 
taken again with an external applied field, clearly exhibits magnetic 
contrast for each occupied pit and no signal from the empty pits; 
thus, single Fe3O4 NPs can be detected by MFM. The resolution of the 
MFM images, characterized by the full width at half maximum of the 
peak in the line profile of the MFM image in Fig. 7.16g, arising from 
a single NP, is around 80 nm. Therefore the resolution of MFM would 
allow reduction of the pitch of the structure to 100 nm, enabling us 
to read data from a storage device with a density of more than 60 
Gbit/in2. As a final result the authors also demonstrated that their 
technique for NP positioning works not only for single pits but also 
for more complex groove structures. For example, the letters ‘‘J K U’’ 
are written by FeO/CoFe2O4 core/shell NPs, making use of this kind 
of Damascene process (Fig. 7.16h,i).

7.3 Summary and Perspective

In this chapter, we present a detailed description of the lithography-
based NP assembly approaches developed over the last decades. For 
this, two main strategies have been considered, (1) direct patterning 
assembly and (2) assembly with patterned templates. The first one is 
developed on the basis of the scanning probe lithography technique, 
which has achieved very high accuracy. Nevertheless, it is expensive 
and lacks efficiency. Thus mostly it is used for biomedical applications. 
On the contrary, the second strategy was aiming at mass production 
with high throughput and low cost since the very beginning. This 
approach could be further divided into “wet” and “dry” methods. 
The mechanism behind the “wet” one is to fabricate the NP assembly 
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Figure 7.16 (a) SEM and (b) AFM images of a set of nine pits filled with 
Fe3O4 NPs 50 nm in diameter. (c) MFM images measured under 
an external out-of-plane magnetic field. The tip is magnetized 
in the same orientation, and the cantilever lift height is 25 nm. 
(d) MFM image measured in a zero external field, while the 
tip is magnetized in opposite orientation as the NPs and the 
cantilever lift height is 25 nm. (e) SEM and (f) MFM images 
for a set of pits occupied by single Fe3O4 NPs. The MFM image 
was obtained under an external magnetic field. (g) Profile 
extracted from the MFM image in (f). (h) SEM and (i) MFM for 
a set of grooves patterned into characters of ‘‘J K U’’ and filled 
by FeO/CoFe2O4 NCs with a 18 nm diameter under an external 
magnetic field. Reproduced with permission from Ref. [62].
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by exerting hydrodynamic drags, that is. capillary force or convective 
flow, on NPs in the suspension. The quality of structures prepared by 
using these methods inevitably depends upon flow speed, contact 
angle, temperature, density, etc. On the other hand, the “dry” one is 
to use the van der Waals force to drive the NPs into the patterned 
pits and grooves. Thus the operation conditions are even simplified. 
Both “wet” and “dry” approaches are quite successful indeed. And 
patterned single-NP arrays have also been obtained in the past 
couple of years. Taking advantage of the progress in patterned 
assembly, the readout function from assembled magnetic NP blocks 
and singles via MFM has also been achieved. Thus more extensive 
application of these methods in nanomagnetism research is well 
expected, for example, the interaction amongst NPs can be studied, 
either by adjusting the number of NPs per pit and their geometrical 
arrangement or by adjusting the period in arrays with single-NP 
occupation. With further improvement of stability, reproducibility, 
and controllability, the potential for wafer-scale mass production 
could also be realized.
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8.1 Introduction

Magnetic nanoparticles with diameters in the range of a few 
nanometers are today at the cutting edge of modern technology 
and innovation due to their use in numerous applications ranging 
from engineering (magnetic recording media or magnetic seals [1], 
magnetic refrigerants [2], magnetic random access memory devices, 
or spin logic devices [3, 4]) to biomedical applications (magnetic 
resonance imaging, drug delivery, or hyperthermia [5]). 
 Their magnetic properties that differ from those of bulk materials 
and make them attractive for technological applications stem from 
the fact that they consist of a single magnetic domain. This single-
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domain structure is the outcome of the high energy cost for the 
formation of a domain wall in their volume, and it occurs as long 
as their size is smaller than the exchange correlation length. In the 
single-domain regime, the magnetization process of a nanoparticle 
is realized by the coherent rotation of the magnetic moment instead 
of domain wall motion. The magnetization coherent rotation model 
was introduced and studied theoretically by Stoner and Wohlfarth 
[6] and provides an indispensable tool for interpretation of low-
temperature hysteresis measurements in dilute samples. At finite 
temperature, reversal of magnetization is achieved by thermal 
activation over the single-particle anisotropy barrier that leads to 
temperature and time dependence of the magnetization. This effect 
was first analyzed by Néel [7], who expressed the relaxation time 
for reversal by means of the Arrhenius–Néel law t = f0 exp (–DE/
kBT) , where ΔE is the anisotropy energy barrier and f0 ≈ 109 s–1 is 
the attempt frequency. Bean and Livingston [8] assumed further that 
the criterion for thermal stability of a magnetic nanoparticle against 
thermal fluctuations is the value of the ratio of the relaxation time to 
the measuring time (tm), which is characteristic of the experimental 
probe used (Mössbauer, etc). Thermal stability is lost when τ = tm, 
which for most experimental probes corresponds to τ ≈ 100 seconds 
and, consequently, to a characteristic temperature TB ≈ 25(ΔE/kB) 
called blocking temperature. For temperatures T > TB, the ensemble 
of single-domain particles behaves as a gas of paramagnetic 
molecules with a giant magnetic moment (m ≈ 103μB) and the 
corresponding equilibrium state is known as superparamagnetism 
[9]. The conceptual framework composed by the models of Stoner–
Wohlfarth and Néel has been an invaluable theoretical tool for 
the interpretation and prediction of the temporal and thermal 
evolution of the magnetic properties of isolated nanoparticles or 
dilute assemblies in association with energy barriers and particle 
size distribution [10, 11]. Also the model consists of a valid starting 
point for further multiple modifications to describe more complex 
phenomena [12–16]. 
 Nowadays, the technological demand for retaining the magnetic 
behavior of very small particles (a few nanometers) stable at room 
temperature, namely, an increase in their blocking temperature 
by overcoming the “superparamagnetic limit” [17], has led to the 
research of bimagnetic core/shell nanoparticles, whose core and 
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shell consist of a soft and a hard magnetic phase of a ferromagnetic 
(FM), ferrimagnetic (FiM), antiferromagnetic (AFM), or even spin-
glass-like structure [18, 19]. The synergetic combination of the 
properties of these two constituents and their interaction [18, 20] 
can further improve and tune single-phase properties. There are 
already promising results that show enhancement of the coercive 
field, enhanced blocking temperatures, [21], increased energy 
products, [22] superior microwave absorption [23], or optimized 
hyperthermia [24]. In addition, recent advances in synthesis of these 
particles, which allow an unprecedented control of the structural 
parameters (e.g., size, shape, and composition), give further the 
possibility to fine-tune the new overcoming functionalities of these 
two phase systems [25–27]. 
 The origin of the enhanced properties of bimagnetic nanoparti-
cles is considered to be the interface exchange interaction between 
the two different magnetic phases that gives the so-called exchange 
bias effect. This effect consists of one of the most fascinating and 
complex phenomena in nanostructured materials—not only nano-
particles, that include the well-known hysteresis loop shift (Hex) and 
an increased coercive field (Hc) defined as half the loop width, when 
the two different materials are in contact and field-cooled (FC) in a 
static magnetic field (Hcool) from a temperature lying between their 
high and low critical temperatures. 
 More than 50 years have passed since Meiklejohn and Bean [28] 
discovered the exchange bias mechanism in Co/CoO nanoparticles, 
and they have interpreted it as an extra kind of unidirectional 
anisotropy induced by exchange coupling at the interface between 
the soft and the hard phase. During these years extensive studies 
were conducted on this effect of several systems, mainly on layered 
systems [29, 30]. Various models have been developed to explain 
exchange anisotropy here, but still there is no definitive theory to 
account for the observed effects—something that is attributed to 
the diversity of the studied magnetic nanostructured materials [31]. 
In the approach introduced by Malozemoff [32] the exchange bias 
effect does not appear in the perfect FM/AFM interface of a spin 
valve due to a lack of interface roughness. According to other models 
exchange anisotropy is attributed to additional mechanisms such as 
uncompensated spins at the interface of the antiferromagnet [33] 
or to the motion of magnetic domains that are created in a diluted 
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antiferromagnet [34]. Though these models and theories were 
suited for an explanation of the shifted hysteresis loops in layered 
systems, the same physical arguments were expected to hold for 
nanoparticles. Indeed, the fact that the spins of the AFM shell that 
are coupled to the spins of the FM core are not equally distributed 
on the FM/AFM interface of the nanoparticle has as a result led 
to the creation of an imperfect interface, even in the absence of 
additional roughness [32] or lattice vacancies [34]. Also it has been 
found [35] that the AFM shell itself induces exchange anisotropy 
along the interface, which is in turn responsible for the fact that 
smaller nanoparticles have higher coercive fields than bigger ones 
at low temperatures. In addition, the vertical shift of hysteresis 
loops usually observed in FM/AFM core/shell nanoparticles has 
been attributed to uncompensated spins of the AFM shell [36, 37]. 
So the explanation of the exchange bias effect in the case of core/
shell nanoparticles bears similarities to the layered systems but still 
is a different complex matter due to the intrinsic inhomogeneity in 
main particles’ parameters caused by finite-size and surface effects. 
 Magnetic nanoparticles are commonly formed in assemblies, 
with either random or ordered structure. In the first group belong 
systems such as ferrofluids and granular solids (discontinuous 
metal insulator multilayers, cosputtered metal insulator films, 
cluster-assembled films) [38, 39], while in the second group belong 
patterned media (or magnetic dots) [40] and self-assembled arrays 
[41]. In the assemblies of magnetic nanoparticles the crucial role 
of interparticle interactions in determining their response to an 
externally applied field as well as the temperature dependence 
of magnetic properties has been recognized long ago [42]. In fact, 
various experiments have demonstrated that the presence of 
magnetostatic interactions leads to a reduction of remanence at low 
temperature, an increase of the blocking temperature, an increase 
of the barrier distribution width, deviations of the zero-field-cooled 
(ZFC) magnetization curves from Curie behavior, difference between 
in-plane and out-of-plane remanence, and an increase of the blocking 
temperature with frequency of the applied field. 
 Experiments have revealed the importance of magnetostatic 
interparticle interactions and have brought about very early the 
necessity of a theoretical study of the magnetic properties of 
interacting magnetic nanoparticle assemblies. The first attempt to 
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include interaction effects on the height of the energy barrier was 
made by Shtrikmann and Wohlfarth [43] using a mean statistical 
interaction field. For weak interparticle interactions, this formalism 
leads to the Vogel–Fulcher law for relaxation of the magnetic 
moment. Its more general approach was developed by Dormann 
[42], where dipolar interactions result in an increase of the height 
of the energy barrier and a consequent increase in the magnetic 
relaxation time, while another analytical model [44] predicts the 
opposite trend. Moreover, the interacting superparamagnetic model 
[45–47] was proposed to describe the effect of interactions on the 
magnetization value by adding a phenomenological temperature 
to the real one, or a modified random anisotropy model has been 
introduced [48, 49] to describe field dependence of the blocking 
temperature. Bertram and Bhatia [50] have used a spatial-mean 
interaction field to show that dipolar effects cause an increase of the 
remanent magnetization, which can reach the saturation value, while 
Stamps and Camley [51] have shown that the interplay of dipolar 
interaction and perpendicular anisotropy induces a reorientation 
transition below a critical temperature. 
 Moreover, Monte Carlo (MC) simulations of random assemblies 
of uniform nanoparticles have demonstrated the important role 
of dipolar interactions in their magnetic behavior. As far as the 
hysteresis behavior is concerned, there are results that show 
contradictory behaviors of the coercive field as a function of dipolar 
coupling strength. Russier [52] found that Hc decreases with an 
increase in dipolar strength independently of the array topology 
(square or hexagonal) despite the fact that the ground-state 
configuration is determined by the array topology. On the other hand 
Figueiredo and Schwarzacher [53] found that for a triangular lattice 
Hc exhibits a slight minimum for a small value of the dipolar strength 
and then increases, while other results indicate a nonmonotonic 
behavior [54–56]. As far as the blocking temperature is concerned, 
MC results show that for all nanoparticle concentrations the 
blocking temperature increases linearly with both the nanoparticle 
size [57] and the ratio of dipolar to mean uniaxial anisotropy energy 
contributions [53]. Higher-order (quadrupolar) magnetostatic 
interactions were shown to act in synergy with dipolar interactions, 
stabilizing the long-range order of the ground state in a nanoparticle 
array [58]. In the case of ordered arrays, MC simulations show that 
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the blocking temperature is increased and scales with the inverse 
cube of the nanoparticle distance, and it remains almost unchanged 
with film thickness above one monolayer [59]. In addition the 
presence of an incomplete second layer with hexagonal structure 
does not destroy the long-range FM ordering of the ground state 
[59], while even slight structural disorder within the array destroys 
that ordering [60]. 
 While magnetostatic interactions between particles are always 
present and due to their long-range character they can only be 
neglected in very dilute samples, exchange interactions between 
particles appear only when there is a physical contact between 
them, due to the overlap of the wave functions of the surface atoms. 
The short-range direct exchange interactions are expected to play 
an important role in samples with a concentration close to and 
above the percolation threshold. Indeed, as the concentration of 
the nanoparticles increases interparticle interactions appear and 
modify the height and distribution of the energy barriers arising 
from the anisotropy contributions of each nanoparticle. The 
reversal of one particle moment may change all energy barriers 
within the assembly, so individual energy barriers can no longer 
be considered but only the total energy of the assembly through an 
energy landscape with a complex hierarchy of local minima similar 
to that of spin glasses. Actually in a dense ensemble of single-domain 
nanoparticles interparticle interactions can dominate over single-
particle blocking and may lead to collective behavior [9].
 When long-range dipolar and short-range direct exchange 
interactions coexist, MC simulations show that interactions among 
uniform nanoparticles suppress coercivity, while they have opposite 
effects on the remanence of the sample [61]. The crossover from 
dipolar-coupled to exchange-coupled behavior occurs when the 
two types of interactions have comparable strengths. The blocking 
temperature is always enhanced due to interactions, except for the 
case that particles coalesce and the sample is above the percolation 
threshold. Nevertheless, an open question remains as to whether 
blocking of the individual magnetic moments or collective freezing 
due to interparticle interactions is the appropriate description 
of low-temperature magnetic behavior [62]. To this end a series 
of experiments and theoretical works have attempted to reveal 
similarities in the dynamical properties of fine-particle assemblies 
and canonical spin glasses [42, 44].
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 Lately exploitation of the exchange bias effect in assemblies 
of core/shell nanoparticles has attracted a lot of interest. Despite 
the research effort focused on the microscopic mechanism of this 
effect in individual nanoparticles, much less attention has been 
paid so far to the modification of the magnetic hysteresis behavior due to 
interparticle interactions arising in assemblies. In this direction, Co 
nanoparticles embedded in a Mn matrix [63] were shown to freeze 
below a temperature, owing to the competition between the exchange 
anisotropy at the core–shell interface and the interparticle dipolar 
interactions, and an increase in the exchange field was reported. 
Similarly, increase of the exchange bias field due to magnetostatic 
interparticle coupling was found in stripes of Co/CoO nanoparticles 
[64] and interdot magnetostatic interactions were shown to produce 
asymmetric anomalies in the magnetization reversal mechanism of 
Co/CoO dot arrays [65]. Also Margaris et al. [66] have shown that 
in 2D random assemblies of FM/AFM nanoparticles the exchange 
interpaticle interactions play a major role, causing an increase in Hc 
and Hex with the concentration of the nanoparticles. Modification 
of the coercive and exchange bias fields in assembled nanoparticles 
with core–shell morphology as a result of the competition between 
exchange anisotropy and interparticle interactions consists of a 
challenging issue. We believe that a basic understanding of the 
magnetic properties of bimagnetic nanoparticles in ordered and 
disordered structurally assemblies is currently highly demanded.
 In what follows we review our MC simulation technique and the 
standard Metropolis algorithm. We then describe the model we use 
to simulate the magnetic behavior of single FM/AFM nanoparticles 
in an atomic-scale approach and that of assembled nanoparticles 
in ordered and random structures in a mesoscopic-scale approach. 
We discuss our MC simulation results for atomic-scale modeling 
on spherical composite nanoparticles, which consist of a spherical 
FM core surrounded by an AFM shell, and give the most important 
characteristics of their magnetic behavior. The magnetization 
dependence on external parameters (temperature, applied field) 
and the intrinsic particle properties (size, size of shell and core, 
size of interface exchange interaction) will be discussed. Finite-size 
effects and the role of the interface are studied. In this way we can 
put our discussion for the case of FM core/AFM shell nanoparticle 
assemblies into a context. The effect of exchange interface coupling 
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on the macroscopic magnetic behavior of these nanoparticle 
assemblies and its interplay with interparticle interactions will be 
analyzed. Characteristics of the hysteresis loop and temperature-
dependent magnetization (FC, ZFC) are studied. Results will be 
shown for granular assemblies and ordered arrays of bimagnetic 
FM/AFM nanoparticles. A discussion on potential applications and 
a comparison with experimental findings will be given in all cases.

8.2 The Model and Simulation Method

The MC simulation technique with the implementation of the 
Metropolis algorithm [67–69] has been proved to be a very 
powerful tool for the systematic study of the magnetic behavior of 
nanoparticles and nanoparticle assemblies. It offers the possibility 
for atomic-scale treatment of nanoparticles in order to study details 
of their microstructure and the ability of the implementation of 
finite temperature. 
 The MC simulation technique is a standard method to study 
models of equilibrium or nonequilibrium thermodynamic systems 
with many degrees of freedom by stochastic computer simulation. 
The starting point of the simulation is the appropriate choice of 
a model Hamiltonian and then the use of random numbers to 
simulate statistical fluctuations in order to generate the correct 
thermodynamical probability distribution according to a canonical 
ensemble [70]. In this way one may obtain microscopic information 
about complex systems that cannot be studied analytically or that 
might not be accessible in a real system. Contrary to Landau–Lifshitz 
or Langevin equations, the MC scheme provides a straightforward 
implementation of temperature. 
 To simulate magnetic nanoparticles and nanoparticle assemblies 
and to derive thermodynamic averages, the elementary physical 
quantity that we use is the spin. In the case of single nanoparticles 
we consider a classical spin at each atomic site and we simulate 
using the MC technique the stochastic movement of the system in the 
phase space. In the case of assemblies of nanoparticles, we consider 
one or more effective spins for each nanoparticle, depending on its 
morphology to represent its magnetic state.
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 The MC simulation consists of many elementary steps. In every 
elementary step a spin Ŝidd is randomly chosen from a system of N 
spins and an attempted new orientation Ŝinew of the spin is generated 
with a small random deviation dS . Then the energy difference ΔE 
between the attempted and the present orientation is calculated. 
In the Metropolis MC algorithm, if ΔE <= 0 the new orientation is 
accepted. If ΔΕ > 0 the attempted new orientation is accepted, 
provided that a random number u, generated uniformly in the 
interval (0,1), is less than the probability exp(–ΔΕ/kBT), otherwise 
the system remains in its present state [68]. A complete MC step per 
spin (MCSS) consists of N elementary steps so that in any MCSS on 
average every spin is considered once. With this algorithm, states 
are generated with a certain probability (importance sampling), 
and rejecting the first MCSS that corresponds to the thermalization 
process, the desired average of a variable, namely, the sum of the 
products of each value times the corresponded probability, simply 
becomes the arithmetic average over the entire sample of states that 
is kept.
 One common problem that appears during the MC simulation is 
that if we draw the attempted direction of every spin independently 
of the previous one, the system will always be superparamagnetic 
and no hysteresis will result, since it will be possible to explore the 
whole phase space independently of the temperature and due to the 
large fluctuations in every MCSS it will escape very quickly from any 
metastable state responsible for hysteresis. By fixing to a certain limit 
the deviation dS , it is possible to modify the range of acceptance and 
model the real system more accurately [68, 71, 72] than choosing 
Ŝinew completely randomly and independently from Ŝiold. The MC 
acceptance rate can be set to some desired value (40%–60%)  
(setting effectively the rate of motion in phase space. The use of such 
a kind of local dynamics permits to detect confinement in metastable 
states responsible for hysteresis and to achieve true relaxation 
at different temperatures. Therefore we choose to perform the 
Metropolis MC simulation in such a way that it samples the phase 
space “locally” with an accepted ratio of 50%, and we do it for all the 
examined temperatures; otherwise the direct comparison between 
obtained hysteresis loops for different temperatures would not be 
possible.
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 To avoid trapping of the system at local minima, we start the 
numerical procedure from an unmagnetized sample at a high 
temperature above the critical temperature of the sample and 
we reduce the temperature gradually at a constant rate. At high 
temperatures we use more MC steps than at lower temperatures in 
order to let the system relax, surpassing probable metastable states. 
Special care has been taken of the time and ensemble averaging of 
the magnetization of the system by properly choosing the number 
of MC steps and a rather big number of different samples, namely, 
independent random number sequences corresponding to different 
realizations of thermal fluctuations. 

8.2.1 Simulations of the Magnetic Behavior of 
Noninteracting Core/Shell Nanoparticles in the 
Atomic Scale

We consider spherical nanoparticles that consist of an assembly of 
N classical spins placed on the sites of a 3D simple cubic (sc) lattice 
within a radius of R lattice spacings of the central site consisting 
of a FM core and an AFM shell surrounding the core (Fig. 8.1). The 
interface between the core and the shell is defined by the spins in 
the outer layer of the core being one-lattice-spacing thick and the 
surrounding AFM layer of one-lattice-spacing thickness, too. The 
surface of the particle is defined again by the spins in the outer layer 
of the particle, with one-lattice-spacing thickness. The classical spins 
in the particles interact with nearest-neighbor Heisenberg exchange 
interaction, and at each crystal site they experience a uniaxial 
anisotropy. We take into account explicitly the exchange interaction 
between the spins in the core, at the interface, in the shell, and at the 
surface [36, 73, 74]. In the presence of an external magnetic field, the 
total energy of the system is
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 Here Si is the atomic spin at site i and êi is the unit vector in 
the direction of the easy axis at site i. The angular brackets in the 
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sums denote a summation over the nearest neighbors only. The 
first term gives the exchange interaction between the spins in the 
FM core with the exchange-coupling constant JFM to be taken equal 
to 1. The second term gives the anisotropy energy of the FM core. 
For nanoparticles, there is some evidence that the easy axis is along 
one of the crystallographic directions, even though in cubic bulk 
materials the easy axis is not uniaxial but along the three cubic axes 
[75]. The core and interface anisotropies are therefore considered 
uniaxial along the z axis with the anisotropy coupling constant Kc. If 
site i lies in the outer layer of the FM core KiFM = KIF = 0.5, and KiFM = 
KC = 0.05 elsewhere. The third term gives the exchange interaction in 
the AFM shell (the exchange-coupling constant JAFM), and the fourth 
term gives the anisotropy energy of the AFM shell. Many studies have 
shown that, due to the reduced symmetry of the surface, the surface 
crystal anisotropy is stronger than the bulk [76, 77]. So if i lies in the 
outer layer of the AFM shell then KiAFM = KS = 1 and KiAFM = KSH = 0.5 
inside the shell. We take the anisotropy uniaxial along the z axis in 
the shell and random at the surface of the nanoparticles [78]. The 
fifth term gives the exchange interaction at the interface between the 
core and the shell (the exchange-coupling constant JIF), and the last 
term is the energy in the presence of an external magnetic field. We 
set JAFM = –JFM/2, because the Néel temperature of the AFM oxide is 
lower than the Curie temperature of the corresponding ferromagnet. 
The interface exchange-coupling constant JIF is equal to JAFM in size, 
in agreement with theoretical studies in layered systems [34, 79, 
80], and the interaction is considered FM. 
 To obtain the coercive and exchange bias fields we calculate the 
complete hysteresis loop. FC procedure is performed initially: we 
start at temperature T = 2.5, which is between the Curie temperature 
TC of the FM core and the critical temperature of the AFM shell  
(for the sc lattice, TC = 2.9 and TN = 1.5 [81]); consequently we cool 
the nanoparticle at a constant rate in the presence of a magnetic field 
Hcool = 0.7 along the z axis. Once the desired temperature is reached, 
we slowly vary a magnetic field starting from a maximum value 
along the +z direction, reducing it in very small constant steps. At 
each field step, several MCSSs are executed after thermalization, and 
then the magnetization is calculated, the field is changing again, and 
so on. The resulting hysteresis loops have horizontal asymmetry. 

The Model and Simulation Method
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The value of the loop shift along the field axis is expressed by the 
exchange bias field Hex = –(Hright + Hleft)/2, and the coercive field is 
defined as Hc = (Hright – Hleft)/2, Hright and Hleft being the points where 
the loop intersects the field axis. Magnetization is normalized to the 
magnetization at saturation (Ms).

Figure 8.1 Transition from the atomic-scale model of a FM/AFM 
nanoparticle (left) where the spins of the core, interface, shell, 
and surface layers are explicitly included to the mesoscopic 
model (right), where each nanoparticle layer corresponds to 
one or two macrospins, to describe adequately the core/shell 
morphology of the nanoparticles in the assembly. 

 In the presented simulations 18 × 103 MCSSs up to 4 × 104 MCSSs, 
depending on the system size, were found to be sufficient to produce 
results as compared to results for a number of MCSSs an order of 
magnitude higher. For each temperature, the amount of change in the 
direction of a selected spin is chosen such that on average one half 
of the selected moves are successful. Results have been checked by 
calculating the magnetization and coercivity for different sequences 
of random numbers (10–40 runs). The statistical error found was 
very small even at high temperatures. Including the corresponding 
error bars in our figures would not affect the information obtained 
from them, so they are omitted. In our results, the temperature T is 
measured in dimensionless units of JFM/kΒ, the magnetic field H in 
units of JFM/gμB, and the anisotropy-coupling constants in units of 
JFM. 
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8.2.2 Simulations of the Magnetic Behavior of 
Interacting Core/Shell Nanoparticles in the 
Mesoscopic Scale

In the atomic-scale MC modeling, a nanoparticle is described by 
assigning a classical unit spin vector on each site of a 3D lattice that 
has been cut out to the shape of the nanoparticle [82, 83]. Thus, if 
assemblies of nanoparticles are simulated the number of spins 
becomes so large that it quickly turns computationally impossible to 
treat, impeding the study of large volume fractions in nanoparticle 
assemblies. To circumvent this problem and to include also time-
consuming interparticle interactions usually arrays of uniform 
nanoparticles are studied by assigning a macrospin and an anisotropy 
energy term to each nanoparticle, neglecting the surface effects [84]. 
This representation is adequate in the case of assemblies of single-
domain FM particles where exchange interactions dominate over the 
anisotropy and all spins are almost collinear. Indeed, a vast majority 
of numerical investigations have been carried out on assemblies of 
uniform nanoparticles, including interparticle interactions [85, 86] 
that have been shown to play a key role in the magnetic properties 
[87–89] and that are, in fact, essential for applications such as 
magnetic cellular automata [90].
 Nevertheless, taking into account that large technological 
interest focuses on applications that involve bimagnetic core/shell 
nanoparticles (e.g., magnetic recording or permanent magnets) 
in large numbers, there is an increasing need now to simulate 
arrays of core/shell nanoparticles, including also their internal 
characteristics (interface, surface), because they are expected 
to play an important role in the total magnetic behavior of the 
ensemble. As it becomes clear the above numerical approach of a 
macrospin for each nanoparticle of the assembly is no longer valid 
in the case of complex nanoparticle morphologies. Here we present 
our mesoscopic method based on an MC approach to easily simulate 
large ensembles of bimagnetic core/shell nanoparticles by reducing 
the number of spins to be simulated to the minimum necessary to 
satisfactorily represent their magnetic structure and introducing 
adequate exchange parameters between them (Fig. 8.1). 
 In what follows we present two different models for spatial 
arrangements of the core/shell particle assemblies: 3D or 2D 
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randomly placed magnetic nanoparticle assemblies and quasi-2D-
ordered arrays of magnetic nanoparticles. In the first model, spherical 
FM/AFM particles are located randomly with occupation probability 
p inside a box or square of edge length L. To avoid the overlap 
problem, the space inside the box is discretized by a hexagonal lattice 
or a tetragonal lattice with a lattice constant equal to the particle 
diameter. This geometrical model describes the morphology of films 
formed by codeposition of preformed particles with nonmagnetic 
atoms [91]. In the second model, the particles form a 2D hexagonal 
lattice in the xy plane with a lattice constant d. This model describes 
adequately the morphology of self-assembled ordered arrays of 
magnetic nanoparticles [92, 93]. The particle assembly is assumed 
monodisperse in accordance with experimental evidence that both 
films grown by cluster beam [91] or by self-assembly on surfaces 
[92, 93] are characterized by extremely low size dispersion.
 We go beyond the classical model of coherent rotation of a 
particle’s magnetization of Stoner–Wohlfarth [6] in which each 
nanoparticle is described by a classical spin vector (Si). Our 
mesoscopic model contains of a set of two, three, or six classical spin 
vectors for each nanoparticle in the assembly, depending on the exact 
morphology of the particle and the magnetic character (FM, AFM) 
of the constituents. The values of the different parameters in the 
simulation are set on the basis of their bulk values, if they exist, and 
their modifications are established considering the nanoparticles’ 
morphology (e.g., reduced symmetry and reduced size) using a mean 
field approach. Some parameters that do not exist in the literature 
have been introduced in a phenomenological way and are also based 
on experimental evidence. The total energy of the system is defined 
as the sum of the energy contributions of the N nanoparticles in 
the assembly with a total diameter d in lattice spacings. The energy 
contribution of the nth nanoparticle of the assembly is given by the 
general equation 
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where Si is the i mesoscopic classical spin vector inside the nth 
particle and êi is its anisotropy easy-axis direction. Each particle 
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is described by a number of spins Si. This number depends on 
the characteristics of the nanoparticles in the system. The first 
three energy terms correspond to the intraparticle interactions 
of the spins inside the nanoparticle, namely, the nearest-neighbor 
Heisenberg exchange interaction, the anisotropy energy, and the 
Zeeman energy of the spins describing one nanoparticle. The fourth 
term corresponds to the dipolar interactions among the nth and 
the rest nanoparticles (k) of the assembly where Dnk is the dipolar 
interaction tensor. The last term corresponds to the short-range 
exchange interactions that decay within a few lattice constants of 
the parent magnetic material; therefore, it is restricted in our model 
to the particles in contact (nearest neighbors of the kth particle) 
to the nth particle. Consequently this does not occur in the model 
that describes ordered arrays, where the particles are not in contact 
[59]. The energy parameters entering Eq. 8.2 are the intraparticle 
exchange energy Jij, the anisotropy energy Ki, the external field 
H, the dipolar energy strength g = m2/d3, where m = MsV is the 
particle’s magnetic moment, the exchange interparticle energy Jout 
between spins of nanoparticles in contact, and the temperature T. 
These parameters are normalized by the core anisotropy parameter 
(Κc), so they are dimensionless. When the interface is considered, 
the FM core and the FM/AFM interface have uniaxial anisotropy 
and the AFM shell has random anisotropy much higher than the 
core anisotropy. Otherwise each nanoparticle is assigned a uniaxial 
easy axis common for all spins in the particle pointing in a random 
direction. 
 To deal with the long-range character of dipolar interactions 
the Ewald summation technique is implemented [94]. Satisfactory 
convergence with the Ewald technique is obtained using repetitions 
of the central MC cell along each of the three Cartesian axes [55]. 
In the model of randomly placed interacting nanoparticles periodic 
boundaries in all directions are assumed, while in the second model 
mixed periodic boundaries (xy plane) and open boundaries (z axis) 
are considered. The dipolar interactions were treated without 
truncation using the Ewald summation method [95]. The spin 
configuration is obtained by a Metropolis MC algorithm [67]. At a 
given temperature and applied field, the system is allowed to relax 
toward equilibrium for the first 103 MCSSs and thermal averages are 
calculated over the subsequent 104 steps. The results are averaged 

The Model and Simulation Method



268 Magnetic Behavior of Composite Nanoparticle Assemblies

over 10–30 samples with different realizations of the easy-axes 
distribution and in the case of random assemblies with different 
spatial configurations for nanoparticles. 
 The ZFC/FC magnetization curves are obtained by the following 
steps: a) Initially we start with the sample at a very high temperature 
(above its critical temperature), and we gradually reduce the 
temperature up to a very low value (close to 0) to obtain its ground 
state; b) at this very low temperature we apply a magnetic field, and 
we start raising the temperature up to the maximum value that we 
had started; in this way we obtain the ZFC curve; c) finally, in the 
presence of a magnetic field we reduce the temperature gradually 
down to the minimum value, and in this way we obtain the FC 
magnetization curve. 
 The hysteresis loop and ZFC/FC magnetization curves are 
repeated for a large number of different random numbers in order 
to produce uncorrelated data and thus independent configurations 
to perform an ensemble average. There are studies [96] that saw 
the importance of the constant step rate of the magnetic field in the 
case of the calculation of hysteresis loops and the importance of 
temperature in the calculation of ZFC/FC magnetization curves.

8.3 Magnetic Behavior of Noninteracting Core/
Shell Nanoparticles: Study of Intraparticle 
Characteristics

We first investigate the exchange bias mechanism in single spherical 
FM core/AFM shell nanoparticles and the influence of the interface 
structure, the shell thickness, and the exchange interface coupling 
strength on their magnetic behavior [35, 73]. 
 We consider a single FM/AFM nanoparticle with a shell 
thickness equal to four lattice spacings. Assuming that the exchange 
interaction along the interface is FM, the bond energy for the spins 
across the FM/AFM interface is minimum when they are aligned as 
parallel and maximum when aligned as antiparallel. The opposite 
would happen in the case of an AFM interaction along the interface. 
During the field-cooling procedure the spins are aligned in such a 
way that the energy of the system is minimum. Along these lines, for 
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a FM interface interaction the parallel spin alignment is favorable. 
This alignment together with the strong interface anisotropy 
makes it hard for the spins to turn when the field goes from H to 
−H, and this results in a high coercive field. When the spins align 
along the negative direction, by changing the field again from −H to 
H they need less energy to turn. Developing this picture we will call 
up-bonds the pairs of spins along the FM/AFM interface that are 
parallel and down-bonds the antiparallel ones. So according to our 
calculations, a nanoparticle with a radius R = 10.0 has up bonds = 
360 and down bonds = 318, and a nanoparticle with a radius R = 11.0 
has up bonds = 606 and down bonds = 288. We can see that though 
these two particles are very close in size they have very different 
numbers of up and down bonds. The same holds for nanoparticles 
with sizes 17.0 (up bonds = 1590, down bonds = 1584) and 19.0 
(up bonds = 2502, down bonds = 1752) and 12.0 (up bonds = 552, 
down bonds = 630) and 12.35 (up bonds = 840, down bonds = 486) 
where the difference is more pronounced. In Fig. 8.2 we show our 
results for the exchange bias field and the coercive field as a function 
of temperature for these pairs of particles with radii of 10.0 and 11.0 
(circles), 12.0 and 12.35 (squares), and 17.0 and 19.0 (triangles). 
If we compare each pair of particles of similar size, the ones with 
a bigger proportion of up bonds have higher coercive fields. The 
difference is more pronounced in the pair of particles with sizes 
12.0 and 12.35. They have the biggest difference in the proportion 
of up bonds. As the temperature increases the thermal fluctuations 
cancel the interface effects. Moreover, if we compare the pair of 
particles, the size dependence of the coercive field as a function of 
temperature has no difference in behavior from the one observed 
previously [35]. The smaller particles have a higher coercive field at 
low temperatures than the bigger ones, and this behavior is reversed 
at higher temperatures. In the exchange bias field curves, however, 
we observe that the size dependence on the number of bonds and 
not so much on the actual size of the particle plays an important role 
in the temperature dependence of the exchange bias field. When the 
difference of the up and down bonds is big, such as R = 11.0, 12.35, 
and 19.0, the particle magnetization turns easily by going from the 
−H to the H field. Hex is stronger, and it follows the temperature 
dependence of Hc, while in the case of small up or down bonds, the 
difference in the behavior of the two branches of the hysteresis loop 
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is similar. This results in a reduced Hex with strong temperature 
dependence. 
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Figure 8.2 Coercive field (Hc) and exchange bias field (Hex) versus 
temperature for three sets of particles with similar sizes 
but very different proportions of up and down bonds at the 
interface. R = 10 (closed circles) and R = 11.0 (open circles), R 
= 12.0 (closed squares) and R = 12.35 (open squares), and R = 
17.0 (closed triangles) and R = 19.0 (open triangles).

 The temperature dependence of the exchange field is in good 
agreement with the experimental findings of Ref. [97]. 
 So, our simulations show that it is the number of uncompensated 
bonds, namely, the difference between FM and AFM bonds, along the 
interface that plays the key role in the appearance of Hex and not the 
number of uncompensated spins. 
 To study the effect of the shell thickness on the exchange bias 
field we have considered a particle with a core thickness of seven 
lattice spacings, and we start to add AFM layers. In Fig. 8.3 we have 
plotted the exchange bias field as a function of the shell thickness 
at a low temperature T = 0.05 JFM/kB. We observe that this field 
is approximately constant after the second layer. This result is 
agreement with the experimental findings of Ref. [98], where they 
observe very fast stabilization of Hex with the oxygen dose in Co/CoO 
nanoparticles. 
 However, in Ref. [73] we found that with an increase of the 
temperature to T = 1.0 JFM/kB, more AFM layers need to increase and 
stabilize the exchange bias field, because the thermal fluctuations at 
the interface make necessary a thicker shell to stabilize the interface 
contribution. Also in Fig. 8.4 we observe that after a certain number 
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of AFM layers, roughly when the shell size becomes initially equal 
and then further increases, the exchange bias field is decreasing 
because of the enhancement of the AFM contribution that masks the 
interface role.

0 2 4 6 8 10 12 14 16
0.00

0.02

0.04

0.06

0.08

0.10

AFM thickness

H
ex

(J
FM

/g
m B

)

Figure 8.3 Exchange bias field as a function of shell thickness, starting 
from a particle with a ferromagnetic radii RFM = 7.0 at T = 0.05 
JFM/kB. The solid line is a guide to the eye.
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Figure 8.4 Coercive field (left) and exchange bias field (right) versus 
temperatures for a particle with radius R = 11.0 with (a) JIF = 
JFM/2 and JAFM = –JFM/2 (squares), (b) JIF = JFM and JAFM = –JFM/2 
(circles), and (c) JIF = JFM and JAFM = –JFM (triangles).

 Finally, we examine the effect of the strength of the interface 
exchange-coupling and the AFM exchange-coupling constant, 
keeping the shell thickness of four lattice spacings and the other 
parameters as they were previously. We first increase the interface-
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coupling constant JIF, taking it now as equal to JFM. The results for the 
temperature dependence of the coercive and the exchange bias fields 
for a particle with radius R = 11.0 are shown in Fig. 8.4 (circles). In 
the same figure the results for JIF = JFM/2 (squares) are shown for 
comparison. From this figure we can see that an increase in the 
strength of the interface exchange coupling results in a reduction of 
the coercive field at low temperatures and an enhancement of the 
exchange bias field. This is due to the fact that the stronger interface 
exchange coupling results in faster reversal of the ferromagnetically 
aligned spins with the AFM shell. At temperatures higher than TN the 
behavior is similar to that of JIF = JFM/2, because at these temperatures 
the shell becomes paramagnetic and does not influence the FM core. 
 Keeping the interface exchange-coupling constant enhanced as 
previously and increasing also the exchange-coupling constant for 
the AFM shell, we take JAFM = –JFM, and we calculate the exchange 
bias and the coercive fields for R =11.0 as functions of temperature. 
In this case the TN and TC are identical. Results are also shown in Fig. 
8.4 (triangles). The increase in the AFM exchange-coupling constant 
strength results in a reduction of coercivity. The exchange bias field 
is increased and also persists at high temperatures, as expected, 
because now TN is higher than it was in the previous cases. We note 
here that we have changed the kind of surface anisotropy from 
random to radial [99, 100] in our simulations to see its influence, but 
it has a minor effect on our results. This is expected because, as we 
showed above in composite nanoparticles, the major contribution to 
the exchange bias effects comes from the interface and the first shell 
layer. 
 So in this section, the physics emerging from structural 
characteristics of the interface, the shell thickness, and the 
exchange interface interaction of single core/shell nanoparticles 
were discussed. Our simulations showed that the number of 
uncompensated bonds and their exchange-coupling strength 
defines the exchange bias field value and the coercivity. Increasing 
the exchange-coupling constant of the AFM shell and/or at the 
FM/AFM interface leads to a reduction of Hc and an increase and 
thermal stability of Hex. The exchange bias field disappears at 
temperatures above the Néel temperature of the AFM in agreement 
with experimental results [101]. Moreover, the AFM shell thickness 
is a factor of stabilization of the exchange bias effect as long as its 
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size is more than two lattice spacings and less than twice the core 
radius. So controlling the shell thickness of these nanoparticles can 
stabilize the exchange bias field successfully.

8.4 Magnetic Behavior of Interacting Core/Shell 
Nanoparticles: Interparticle Interactions 
Effects

8.4.1 Random Assemblies

We start our study of magnetic nanoparticle assemblies by examining 
the effect of the interplay between single-particle characteristics and 
interparticle interactions on the magnetic behavior of an assembly 
of nanoparticles with a FM core/AFM shell morphology [102] that 
are randomly distributed in a lattice corresponding to granular 
assemblies. 
 First we consider a system of core/shell nanoparticles placed 
randomly on a hexagonal lattice coupled via dipolar forces. 
The particle concentration we consider is p ≈ 0.05, well below 
the percolation threshold. In this case, exchange interparticle 
interactions can be neglected. Here we employ a six-spin model to 
describe each nanoparticle, namely, one spin for the FM core, one 
for the FM part of the interface, two spins for the AFM part of the 
interface (that interact with the one FM spin at the interface with 
exchange-coupling constants JIF1 and JIF2), and two spins for the 
AFM shell and surface. We have calculated the hysteresis loops and 
ZFC magnetization of this system at different temperatures. Also 
we have calculated the hysteresis loops and ZFC magnetization of 
a random assembly of single-spin nanoparticles, each of which is 
modeled as a macrospin, at the same low concentration and for the 
same range of temperatures, for comparison. The results are given in 
Fig. 8.5a, where we have plotted the temperature dependence of the 
exchange bias field Hex (triangles) and the coercive field Hc (squares) 
for the random assembly of composite nanoparticles together with 
the coercive field Hc (open circles) of the single-spin assembly of 
nanoparticles. We have plotted also the ZFC magnetization curves 
for composite nanoparticle assemblies (squares) and single-spin 
nanoparticle assemblies (circles) in Fig. 8.5b. 



274 Magnetic Behavior of Composite Nanoparticle Assemblies

 As we can see in Fig. 8.5a apart from the fact that Hc is lower 
for the single-spin assembly for the whole range of temperatures, 
in the case of composite nanoparticles Hc remains finite at higher 
temperatures. This is due to the extra anisotropy in composite 
nanoparticles induced by exchange coupling along the FM/AFM 
interface [18, 73, 74, 103]. In the case of composite nanoparticles we 
observe an exponential decay of Hc and Hex with temperature, while 
in single-spin nanoparticles the decay is monotonic.
 Also in Fig. 8.5b we observe that the blocking temperature TB 
of the system (the maximum of ZFC) of the composite nanoparticle 
assembly is higher than in the single-spin ones, in agreement with 
experimental findings of Refs. [63, 103]. Namely, the blocking 
temperature increases in the case of composite nanoparticles due 
to the contribution of exchange anisotropy along the nanoparticle 
interface.
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Figure 8.5 (a) Temperature dependence of Hc (squares) and Hex (triangles) 
for the random assembly of composite nanoparticles and 
Hc (open circles) for the single-spin nanoparticle assembly. 
(b) ZFC curves for the random assembly of composite 
nanoparticles (squares) and for the single-spin nanoparticle 
assembly (circles).

Next we study the effect of the dipolar strength on the hysteresis 
behavior of a dilute assembly of FM/AFM nanoparticles dispersed 
in an sc lattice interacting via dipolar and exchange interparticle 
interactions. The core–shell interface leads to an exchange bias effect. 
The coercive field and the exchange bias field as a function of dipolar 
strength for FM/AFM nanoparticles with particle concentration 8% 
are presented in Fig. 8.6. 
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Figure 8.6 Coercive field (Hc) and exchange bias field (Hex) as a function 

of dipolar strength (g) for the interparticle exchange-coupling 
constant Jout = 2.5, Kc = KIF = 1, and KSH = 30, JIF1 = 10, and 
JIF2 = 5 at T = 0.02 for a dilute random assembly of FM/AFM 
nanoparticles (p = 8%). Solid lines are guides to the eye.

 In Fig. 8.6, we observe that the coercive field tends to increase, 
while the exchange bias field decreases with an increase of dipolar 
strength. We attribute this behavior to the competition between 
the dipolar and the anisotropy energy. The exchange interparticle 
interactions do not play an important role, because our sample is 
very dilute.
 We proceed with the study of random assemblies of large 
concentrations, including interparticle interactions. We have 
developed a model to simulate large ensembles of bimagnetic core/
shell nanoparticles by reducing the number of spins inside the 
nanoparticles and introducing adequate anisotropy parameters 
and exchange parameters between them when they are in contact. 
Using this model we have demonstrated the effectiveness of our 
mesoscopic method based on an MC approach to satisfactorily 
represent their magnetic structure. Our MC simulation results on 
the effect of inter- and intraparticle exchange interactions on the 
exchange bias behavior of nanoparticles are in very good agreement 
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with the experimental findings of the study of random assemblies 
of Co/CoO core/shell nanoparticles [87, 66]. Here we present our 
MC simulation results on disordered arrays of nanoparticles where 
N particles are placed, randomly, on the nodes of a 3D cubic lattice, 
with randomly oriented easy-axis directions. Each nanoparticle is 
described by three different effective spins: one for the FM core and 
two for the AFM shell with the appropriate anisotropy and exchange 
parameters extracted by experimental data. The shell thickness of 
the nanoparticles in our model is considered very small [66]. We 
introduce dipolar and exchange interparticle interactions between 
the neighboring shell–shell and core–shell spins. 
 We simulate the hysteresis loops (Fig. 8.7a) at T = 0.02 and the 
temperature dependence of the magnetization M(T) (Fig. 8.7b) of 
a 3D random assembly of Co/CoO core/shell nanoparticles with 
concentrations p = 0.15 and 0.63 and g =1.0, KC = 1 and KSH = 80, JIF1 
= 3.2, and JIF2 = 3.0. 
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Figure 8.7 (a) MC-normalized hysteresis loops of 3D random arrays of Co/
CoO core/shell nanoparticles with densities p = 0.15 and 0.63 
at T = 0.02. (b) MC results for the temperature dependence of 
the normalized magnetization for the two densities.

 The most prominent result of the simulation is the significant 
increase of both Hc and Hex for the large concentration of 
nanoparticles, where while Hex > Hc for p = 0.63, it is opposite for 
p = 0.15. A simple explanation of this increase in Hc and Hex as the 
number of particles increases is that when particles are in contact 
the “effective thickness” of the AFM layer increases. Namely, each 
core instead of “feeling” one shell “feels” two shells; thus the effective 
anisotropy energy increases. This “increase” in the AFM effective 
thickness leads to an enhancement of Hex and Hc, similar to what is 
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observed for thin-film systems when the thickness of the AFM layer 
increases. Moreover, whereas the loop appears rather symmetrical 
for p = 0.15, it has an obvious asymmetry for p = 0.63. 
 Similarly, the results for ZFC/FC magnetization curves show 
that at higher densities the blocking temperature TB increases 
dramatically, in agreement with experiments [87]. Importantly, 
the observed behavior is attributed to interparticle exchange 
interactions in the assembly. 
 Indeed, if we “switch off” the interparticle exchange interactions, 
(i.e., Jout = 0), but we retain the dipolar interactions, the behavior is 
completely different. Namely, in the pure dipolar case, an increase in 
nanoparticle concentration leads to a decrease in Hc and Hex due to 
the competition between anisotropy and dipolar energy (Fig. 8.8a).
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Figure 8.8 Normalized hysteresis loops with Hcool = 0.05 of 3D random 
arrays of Co/CoO core/shell nanoparticles calculated using MC 
simulations (a) for p = 0.15 and 0.63, by setting interparticle 
exchange interactions to zero (Jout = 0) and g = 1, and (b) for p 
= 0.63, by increasing the dipolar interaction parameter.

 For the high-concentration case, p = 0.63, with interparticle 
exchange coupling present, if the dipolar coupling is artificially 
increased (increasing the parameter g) the main effect is a reduction 
of Hc and Hex (Fig. 8.8b). The exchange interparticle interactions 
in dense assemblies change the overall energy profile, causing 
an increase in exchange and coercive fields and the blocking 
temperature. However, in this case a further increase of the dipolar 
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strength causes a decrease of the exchange bias field. Obviously, the 
interplay between interparticle and intraparticle energies produces 
a complex magnetic behavior, depending on the system. 

8.4.2 Ordered Arrays of Core/Shell Nanoparticles

In this section, we examine the effects of core/shell morphology and 
dipolar interparticle interactions on the hysteresis characteristics of 
ordered arrays of composite nanoparticles: self-assembled arrays. 
 We present our results on composite nanoparticles with a FM core 
radius of five and an AFM shell radius of four lattice spacings placed in 
a 2D hexagonal ordered array. The effect of the interparticle distance 
(d0) is examined for two different values of the dipolar coupling con-
stant, which depends on the material. We plot the coercive field 
(Fig. 8.9a) and the exchange bias field (Fig. 8.9b) for various 
interparticle distances (d0). We show results for ordered nano-
particle arrays with weak (g =1, squares) and strong (g = 6.5, circles)  
dipolar coupling strength. 
 We observe that a reduction of the interparticle distance causes a 
reduction of coercivity due to the collective response of the magnetic 
moments, which leads to a reduction of the energy barrier for 
magnetization reversal. The reduction of Hc is more pronounced in 
strongly dipolar materials (g = 6.5). A decrease of the interparticle 
distance enhances the collective rotation of the magnetic moments 
in a strongly dipolar system. The exchange bias field is less affected 
by the increase in the interparticle distance (Fig. 8.9b). For weak 
dipolar materials Hex is slightly increased with the decrease in d0, 
though for stronger ones it clearly increases. The dipole–dipole 
interactions enhance the exchange bias effect due to the competition 
between exchange anisotropy and dipolar interactions [104].
 We continue our study of the effect of intraparticle 
characteristics on the magnetic behavior of an ordered array of 
FM/AFM nanoparticles. Since in this case the interparticle 
interactions are only the magnetostatic ones, we can use a two-spin 
model to describe each nanoparticle, one spin for the FM core and 
one for the AFM fully uncompensated interface assuming that the 
net magnetic moment of the shell is negligible [104]. We examine 
the role of the interface exchange coupling between the core and the 
shell in the nanoparticles by varying the exchange-coupling strength 
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(JIF). In Fig. 8.10 we show data for three different 2D triangular 
arrays of composite nanoparticles with low (JIF = 0.5), moderate  
(JIF = 1.0), and strong (JIF = 1.5) interface exchange coupling for each 
nanoparticle in the assembly [104]. We observe that the coercive 
field is reduced (Fig. 8.10) as a function of the dipolar strength (g) 
due to the collective response of the magnetic moments, which leads 
to a reduction of the energy barrier for magnetization reversal. Our 
calculations indicate that this reduction of the coercive field with 
dipolar interactions is sensitive to the strength of the interface 
exchange. In particular, a weaker reduction of Hc is observed in 
systems with stronger interface exchange. This trend is anticipated 
as a strong JIF leads to reduced Hc values for isolated nanoparticles 
[73, 105]. 
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Figure 8.9 Dependence of Hc and Hex on interparticle spacing (d0) in a 2D 
hexagonal array of nanoparticles with a core radius of five and 
a shell thickness of four lattice spacings for (a) weakly dipolar 
(g = 1.0) material and (b) strongly dipolar (g = 6.5) material.

 The behavior of the exchange field with increasing dipolar 
coupling strength appears more complex (Fig. 8.10). For strong 
interface coupling (JIF = 1.5) Hex drops linearly with increasing 
dipolar strength. In a strong dipolar limit (g >> 1, not shown here), 
the exchange field vanishes as the dominating dipolar forces restore 
the symmetry of the hysteresis loop around the zero field point.
 However, a surprisingly different behavior is observed for 
weaker interface coupling (Fig. 8.11, JIF = 1.0) when the Hex values 
go through a maximum at intermediate dipolar strength (g ≈ 0.2) 
before decreasing to a constant value in the strong dipolar limit. 
The observed enhancement of Hex due to weak dipolar interactions 
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is contrary to what would be expected on intuitive grounds, as 
interactions that lead to symmetric hysteresis loops with respect 
to field reversal loops, when competing with the random exchange 
anisotropy field lead to an increased loop shift. Therefore, we 
attribute the dipolar induced enhancement of Hex to the interplay 
of dipolar interactions and exchange anisotropy. Finally, we mention 
that both for interacting and noninteracting arrays, increase of the 
interface exchange causes reduction of coercivity and increase of 
exchange field, as shown in Fig. 8.10. This behavior is in agreement 
with the behavior of single nanoparticles, as described by the atomic-
scale models [73].
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Figure 8.10 Dependence of coercivity (Hc) and the exchange bias field (Hex) 
on dipolar strength (g) at low temperature (Τ = 0.01).

 So in an ordered array of magnetic nanoparticles with core/shell 
morphology, interparticle dipolar interactions cause suppression 
of the coercive field, while they produce a more complex behavior 
of the exchange field. In systems with high shell anisotropy and 
moderate interface coupling (JIF ≈ 1), it is found that weak dipolar 
interactions (g ≈ 0.2) could enhance the exchange bias effect. Our 
simulation results point to the possibility of increasing the exchange 
field by increasing the nanoparticle concentration.

8.5 Concluding Remarks

In this chapter we review our MC simulation results on the magnetic 
behavior of assemblies of composite nanoparticles with core/shell 
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morphology. We start with a review of our study of the factors 
that influence the magnetic behavior of single (noninteracting) 
core/shell nanoparticles and lead to exchange bias effects. These 
factors include the number of uncompensated bonds rather than 
uncompensated spins along the interface, the exchange coupling 
strength that determines the strength of the exchange bias field, 
and the shell thickness. These results are in agreement with the 
experimental ones, indicating that MC simulations can shed light 
on the microscopic origin of the magnetic behavior of composite 
nanoparticles and provide conditions for optimized properties. 
 Taking into account the findings of our single-composite-
particle study we proceed with the study of assemblies of core/
shell nanoparticles, including both interparticle and intraparticle 
characteristics of the system. We introduced mesoscopic models to 
study the influence of these characteristics and their interplay in the 
magnetic behavior of structurally ordered and disordered arrays. 
In dilute random assemblies, where only dipolar interactions are 
present, magnetic behavior depends on the competition between 
anisotropy and dipolar energy. The inclusion of exchange interparticle 
interactions can play a dominant role in the exchange bias behavior, 
causing its increase, in addition to an increase of the coercive field and 
of the blocking temperature in agreement with experimental results. 
In the case of ordered arrays interparticle dipolar interactions cause 
suppression of the coercive field, while they produce a more complex 
behavior of the exchange field. Specifically, in systems with high 
shell anisotropy and moderate interface coupling, it is found that 
weak dipolar interactions could enhance the exchange bias effect. 
Our results show that our mesoscopic model reproduces properly 
the trends that are observed experimentally, but the exact behavior 
is very much system dependent.
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